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Executive Summary

The goal of this project was to support the scientific analysis of multi-spectral astrophysi-
cal data by means of scientific visualization. Scientific visualization offers its greatest
value if it is not used as a method separate or alternative to other data analysis methods
but rather in addition _tOthese methods. Together with quantitative analysis of data, such

as offered by statistical analysis, image or signal processing, visualization attempts to ex-

plore all information inherent in astrophysical data in the most effective way.

Data visualization is one aspect of data analysis. Our taxonomy as developed in Section 2
includes identification and access to existing information, preprocessing and quantitative

analysis of data, visual representation and the user interface as major components to the
software environment of astrophysical data analysis. In pursuing our goal to provide
methods and tools for-scientific visualization of multi-spectral astrophysical data, we
therefore looked at scientific data analysis as one whole process, adding visualization

tools to an already existing environment and integrating the various components that de-
fine a scientific data analysis environment. As long as the software development process

of each component is separate from all other components, users of data analysis software
are constantly interrupted in their scientific work in order to convert from one data format
to another, or to move from one storage medium to another, or to switch from one user
interface to another.

We also took an in-depth look at scientific visualization and its underlying concepts, cur-
rent visualization systems, their contributions and their shortcomings. The role of data vi-
sualization is to stimulate mental processes different from quantitative data analysis, such

as the perception of spatial relationships or the discovery of patterns or anomalies while
browsing through large data sets. Visualization often leads to an intuitive understanding
of the meaning of data values and their relationships by sacrificing accuracy in interpret-
ing the data values. In order to be accurate in the interpretation, data values need to be
measured, computed on, and compared to theoretical or empirical models (quantitative

analysis). If visualization software hampers quantitative analysis (which happens with
some commercial visualization products), its use is greatly diminished for astrophysical

data analysis.

The software system STAR (Scientific Toolkit for Astrophysical Research) was devel-

oped as a prototype during, the course of the project to better understand the pragmatic
concerns raised in the project. STAR led to a better understanding on the importance of

collaboration between astrophysicists and computer scientists.

Twenty-one examples of the use of visualization for astrophysical data are included with
this report. Sixteen publications related to efforts performed during or initiated through

work on this project are listed at the end of this report.
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1. Introduction

1.1 Definitions

"Visualization of Astrophysical Data" describes the application of graphical meth-
ods to enhance interpretation and meaning of data measured or computed to gain
insight into scientific questions to be answered by astrophysicists. The goals of
visualization go beyond the mere use of tools offered by computer graphics sys-
tems: visualization is directed towards the use of appropriate graphical methods to

enhance current understanding of scientific data.

"Multi-spectral data" (or multi-wavelength, multi-variate data) describe celestial
objects through a range of observations over the electromagnetic spectrum. This

approach is often essential in the development of a complete physical model of an
astronomical source. For example, to understand the energy budget of a cool star
having a chromosphere and corona, it is necessary to measure broad-band fluxes in
the X-ray and radio portions of the spectrum, as well as to acquire moderate-reso-
lution emission line profiles in the ultraviolet and visible regions. To study the re-
lationship between interstellar gas abundances and the kinematics of discrete
clouds, equivalent widths from ultraviolet spectra strongly complement super-high-
resolution optical spectroscopy. To properly attack the question of the central pow-
erhouse of quasars and active galactic nuclei, it is imperative to record the energy
distributions - and their variability - over virtually the entire electromagnetic spec-
trum.

The list of astrophysical problems best treated with multispectral analysis is nearly
as long as the list of all astronomical research objectives today. The concept of
multispectral astronomy is hardly new, but the tools with which to implement it
have been lacking. The observational side of multispectral astronomy is being ad-
dressed with the new generation of space observatories of the 1990's and beyond;
the analysis side -- software tools and environments -- is less developed. Our
project sought to redress this lack by inspecting currently available software for the
analysis and visualization of multispectral data and designing new software where
shortcomings exist.

STAR (_S.cientific T_.oolkit for A.._strophysical Research) is the software developed in

the course of the project. STAR was developed as a prototype to prove the feasibil-
ity of user interface, software engineering and visualization techniques suggested

in this report.

-6-
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1.2 Goals of the project

The goal of this project was to support the scientific analysis of multi-spectral as-
trophysical data by means of scientific visualization. Scientific visualization offers

its greatest value if it is not used as a method separate or alternative to other data
analysis methods but rather in addition to these methods. Together with quantita-

tive analysis of data, such as offered bY statistical analysis, image or signal pro-
cessing, visualization attempts to explore all information inherent in astrophysical

data in the most effective way. Visualization is a vehicle of thinking (McKim,
1980), capable to explore spatial relationships between data items, making use of

intuitive and holistic approaches to reasoning and the effortless identification of
patterns and anomalies in large data sets. A scientist is in need of a multitude of

methods and tools to explore all aspects of scientific data. It is important that all
tools are integrated with each other and with the already existing environment of
scientific data analysis.

In pursuing our goal to provide methods and tools for scientific visualization of

multi-spectral astrophysical data, we therefore looked at scientific data analysis as
one whole process, adding visualization tools to an already existing environment
and integrating the various components that define a scientific data analysis envi-
ronment. From this view the following work has emerged. With our work we hope
to have added to a better understanding of the capabilities and challenges of Scien-
tific Visualization in regards to astrophysical data analysis.

In the next chapter we first describe a taxonomy for data analysis. We then de-
scribe the processes involved with each analysis component in more detail. Chap-
ter 3 lists examples of work performed under the grant. Chapter 4 recounts the his-
tory of work progress between 1989 and 1993. The final two chapters include rec-
ommendations to the sponsors of this project and a list of publications which de-
rived from work on this project.

.
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2. Astrophysical Data Analysis

2.1 Data analysis taxonomy

A data analysis taxonomy was developed while writing the proposal for this

project (Ayres, Brugel, Domik and 1989) and is shown in Figure 1:
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Figure 1" Taxonomy of Data Analysis.

_



Visualization Techniques to Aid in the Analysis of Multi-Spectral Data Sets

This data analysis taxonomy provides a reference model to the environment of an

astrophysicist utilizing multi-spectral data:

Besides the four domains of data analysis (identify and access existing informa-

tion; preprocessing; quantitative analysis; visual representation) as defined above,
we also include the user interface as a major component to the software environ-

ment of astrophysical data analysis. These five domains are explained in more de-
tail below.

While a deeper understanding of the role of data visualization in the analysis pro-
cess of scientific data evolved over the past years of project work, we are still
using our original taxonomy with only minor modifications. We see this as a vali-
dation of our original model over the course of the project.

2.2 Identify and access existing information

The first task of the analysis system is to retrieve existing information and data
pertinent to answering scientific questions of interest. Such information will come
in various forms and structures such as images, spectra, tables or text (Figure 2).
Some data will have spatial relevance, some will not. Access to different types of
data bases (image, relational, textual; spatial and non-spatial) must be ensured so
that a complete inventory of relevant information is presented to the scientists.

In order to improve the selection process for astrophysicists, information must be
available at their fingertips. In STAR, efforts to improve the selection process were
twofold: firstly, to provide access to existing data bases and secondly, to create
new functionality for database selections.

2.2.1 Provide access to existing data bases

CASA's own catalog system was originally a Vms based relational data bases sys-
tem containing several astrophysical catalogs, such as IRAS cataIogs (point source,
small scale structures, serendipitous survey, additional observations, low resolution
spectra), the IUE Merged Log, SAO catalog, a cross index catalog
(SAO/HD/GC/DM) and various smaller catalogs. Users could query the catalogs

through "MCATS" (Multiple CATalogS, an application program developed at
CASA), or directly through SQL (Structured Query Language) or RDO (DEC's
proprietary query language).

-9-
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The data bases named above included highly reduced information about data, but
not the data itself. Data, such as IRAS skyflux images, or IUE spectra, were avail-
able locally at CASA in form of single files on hard disk, optical disk, or tape.
Some of the database search functions would pointto path- and filenames for data
items when appropriate.

Parallel to the efforts of CASA, and on an immensely larger scale, NASA spon-
sored the development of ADS, the Astrophysical Data System, a remote network

access system to data bases all across the astrophysical community.

Access to existing data bases and data base functions were made available through
the CATALOG ACCESS menu in STAR. This included the use of MCATS as well as

ADS, as long as these functions were supported on the workstation used to execute
STAR.

2.2.2 Create new functionality for database selections

Information accessed through local or remote data bases must be visually inspected
for verification of the goodness of quality or rejection and instigation of a new
query. Because the visual inspection of data from data bases seemed an important
aspect of the selection process, "quicklooks" of IRAS images and IUE spectra
were made possible following a search through the appropriate catalogs. Quick-
looks are replicas of the data at a reduced resolution, improving the scientist/ma-
chine dialogue by supporting a more discriminating selection of available data by
the researchers. Information from astrophysical catalogs could be, if appropriate,
overlaid on corresponding data sets.

2.3 Preprocessing and quantitative analysis

After raw data is acquired, either by new observations or from an existing archive,
it must be subjected to a series of processing steps before it is suitable for visual-
ization. We have divided the series of processing steps into two distinct classes:
preprocessing and quantitative analysis. The division is based on where the major
responsibility for software development historically has resided: preprocessing --
applying the necessary corrections and calibrations -- usually is the responsibility
of the facility which originally acquired the raw data, the rUE Project in the case of
IUE data for example; while quantitative analysis (measurements) -- extracting
critical parameters from the corrected, calibrated data -- usually is the responsibili-
ty of the individual scientist, although in many cases a mission-specific facility will
provide specialized tools to aid in the measurement of the primary data.

Preprocessing defines the major task of applying all known corrections and calibra-

tions to the raw data in order to provide a final product that is as free as possible of

-11
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systematic errors of instrumental origin, and which is presented in a readily usable
form. An example is the geometrical correction, photometric linearization, and
wavelength calibration of a ground-based CCD frame, or an IUE vidicon image.

Preprocessing usually is the domain of the mission-specific processing center.
However, it often is the case that the mission-specific center will release a data

product that is tailored for the widest possible community of users, and is compati-
ble with the (sometimes limited) capabilities of the mission processing system.
There are many cases where sophisticated data enhancements techniques have
been developed, often apart from the mission-specific center, which can signifi-

cantly improve the quality of the data product. These enhancements typically are
computationally intensive and can practically be applied to only small subsets of
the overall data base. For the vast majority of scientific questions, the standard pro-

cessing of the facility data is sufficient to provide the necessary answers. For a few

applications, however, such data enhancement techniques are critical. In some
cases, the necessary software is provided by the mission-center; in other cases, it is
available only as custom-designed packages from the individual investigators.

Whereas the fundamental corrections to and calibrations of a particular primary

data set usually are the exclusive domain of the production-processing team of a
mission-specific center, the realm of quantitative analysis (measurements) is one
more typically under the control of the individual scientist. In some cases, the sci-
entist might make use of facility-developed software to expedite the measurement
process; but in many cases the individual scientist will develop a specialized mea-
surement approach that is carefully tailored to a specific research project. For ex-
ample, one cool-star aficionado might desire the integrated flux of the Mg II k
emission core in a particular star, whereas an interstellar-medium cognoscenti
might desire to measure the strengths and radial velocities of the narrow absorption
components in the k-line core of the same star. Although the scientific objectives
might be quite different, and the object of attention - emission-line fluxes versus
absorption-line parameters - might be quite dissimilar, the actual techniques by
which one measures the relevant parameters might be essentially identical. Thus, a

single generalized measurement tool - a Gaussian line fitting algorithm - might
serve the purposes of a broad range of investigations based on widely differing
data sets.

Expecting the scientist to choose from a variation of data sources during the first
step of the data analysis process, we incorporated access to the following software
packages into STAR: IUE/RDAF (IUE spectra reduction package), AIPS 2 (VLA
radio map processing system), IRAF 3 (groundbased CCD reduction, as well as spe-
cialized processing modules for HST and ROSAT), and a series of inhouse-devel-

2. Astronomical Image Processing System

3. Image Reduction and Analysis Facility

-12-
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oped image-enhancement procedures for the IRAS HCONs. Access to these pack-

ages provided mission-specific preprocessing tools as well as general measurement
tools.

Because data formats varied with the use of different software packages, compati-

bility needed to be achieved between individual data items before multispectral

analysis could be performed. STAR's solution to data transfer between software

packages was to include import/export functions to transform between various data

formats. Expecting that access to the above named packages would offer sufficient

generalized preprocessing and measurement tools, only a few specialized tools

were developed during the course of the project.

Newly developed tools included two semi-automatic preprocessing techniques for

IRAS skyflux images that were designed and implemented as part of STAR. These

preprocessing programs remove the background of IRAS skyflux images (zodiacal

light) and reduce -- or remove -- the periodic stripes in skyflux data. The algo-

rithms involved and results are explained and shown in the enclosed publication

"Workstation-based Preprocessing of IRAS Sky-Flux Images", which is included

as an appendix to this report. Before availability of the reprocessed skyflux data

in 1992, these modules had a great value for visual and computational comparisons

between different IRAS wavelengths bands.

New measurement tools were also include with some of the visualization func-

tions, e.g. isosurface representation and flux measurements, as described in the
next section.

2.4 Visual representation

2.4.1 Visual representation of data

Information extraction and preprocessing will produce corrected calibrated scien-

tific data in highly-reduced form. The scientist now is confronted with a bulk of

data for interpretation: data from individual missions; cross-correlated multi-wave-

length data; and data in one or multiple dimensions. In our assumption of the im-

portance of multi spectral data we stress the availability and use of information de-
rived from different observation sources; consequently, however, the interpretation

of results becomes more complex. The human mind is weak in making connections

between large tables of numerical results. The expression "A picture is worth a

thousand words" refers to the fact that the human visual system is capable of inter-

preting image data at an incredible faster rate than the same amount of data in tabu-

lar form. Therefore visualizing data, instead of simply reviewing large tables of

numbers, will enhance the pace of data interpretation.

-13-
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For example, it is much harder to interpret three single images, placed next to each
other, than it is to interpret one color image incorporating these three images si-
multaneously. In practice one might choose a perceptive three dimensional color

space, e.g. hue, lightness and saturation, that fits the principles of color perception
of the human mind. Expressing multi-wavelength data characteristics by various

colors at the same spatial coordinates results in a natural visual "format" for the
scientist.

Other visualization techniques, besides color, also aid in the simultaneous presen-
tation of multi-wavelength data sets: e.g. depth and animation. Both may add an
additional dimension to spatial and brightness information in an image. In addition
to sophisticated new techniques that aid in the process of simultaneous display of
several layers of pictorial information, there are other familiar, fundamental visual-

ization techniques that have been utilized in the past: two dimensional plots,
pseudocolor displays, or graphic overlays on images and spectra.

2.4.2 Visualization concepts

The role of data visualization is to stimulate mental processes different from quan-

titative data analysis. Visual data analysis offers an overview of data characteristics
through browsing, often leading to an intuitive understanding of data characteris-
tics and their relationships by sacrificing accuracy in interpreting the data values.
Because the human visual system emphasizes spatial relationships, up to three data
characteristics can be represented in a natural, intuitive way in form of spatial di-
mensions. Data visualization is an indirect way of interpreting data: instead of

being interpreted from their natural, usually quantitative characteristics, data are
first encoded into a pictorial representation. The encoding process bears the danger
of creating artifacts and therefore missing the correct interpretation: e.g. abrupt
color changes may mislead by pointing to discontinuities in a data set; subjective
assessments of patterns may lead to other misinterpretations.

A visual representation of data values should take into account the data characteris-
tics as well as the interpretation intent of a scientist (Mackinlay, 1986; Wehrend
and Lewis, 1990; Robertson, 1990) to encode data values into a pictorial represen-
tation from which a scientific interpretation can be derived (shown in Figure 3).

-14-
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Figure 3: Process to encode data values into a visual representation.

2.4.3 Visualization tools developed for STAR

IDL 4, the software platform chosen for the development of STAR, incorporated
many basic and higher-level visualization techniques (e.g. display of one and two
dimensional data sets; pseudocoloring; perspective projections). Over the past

years many visualization techniques that we had planned to implement, or started
to implement, have recently become available, specifically in the area of three di-
mensional display techniques, e.g. isosurfaces or data slicers.

During our first project years we found a high demand for simple visualization
tools that allowed interactive manipulation as compared to demands for complex
visualization tools. Data slicers and 3-d representations of structures did not get

much attention by CASA's scientists in the early stages of our inquiries. As a con-
sequence, in the beginnings of the project, design and development of visualization
tools concentrated on these early needs. As can be seen in chapter 3, latter de-

mands were for highly dimensional and more complex visualization techniques.

Therefore simple visualization techniques, such as profiling objects, color table ed-
itors and switch boards, interactive data type conversions (the dynamic range of
some astrophysical data, e.g. IRAS data, is very high compared to the 256 col-

ors/gray values visible on a standard graphics workstation), were included into
early versions of STAR. Later more complex visualization techniques followed,

4. Interactive Data Language by Research Systems, Inc.
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such as interactive color coding techniques (e.g. HLS 5, HSV 6, 24-bit to 8-bit color

compression), volumetric data displays (e.g. iso surface display) and data slicers.

2.4.4 Feasibility study with A VS 7 and IDL

In addition to developing new tools we studied the feasibility of well known state-
of-the-art commercial visualization packages (AVS and IDL) for astrophysical data
analysis. Results of these experiments are included in the example section. While
we found AVS to be a sophisticated (and easy to use) graphics package, it would
not fit into the astrophysical environment in its current status. Some of the short-

comings we found with AVS were the lack of its use for quantitative analysis.
While AVS nicely encoded data fields into pictures, e.g. showing contour lines of a

2-d array of data values, it was often impossible to retrieve the original numbers
from the visual representations. The lack of data formats appropriate for the astro-
nomical community as well as the relatively high licence fees furthermore re-
stricted the use of AVS for astrophysical environments.

IDL has long found its place in astrophysical data analysis. Therefore a fair amount
of visualizations already allow interactive, quantitative analysis. In the case of the
"data slicer" and the "iso surface" displays, we have expanded the original source

code to permit direct measurements and computations on the surface of arbitrary
slices and inside isosurfaces. These new visualization/analysis tools are described

further in the appendix.

2.4.5 3-d Interaction devices

With the exploration of volumetric data, the problem of how to interact with 3-di-
mensional data on a 2-d screen became obvious. Input devices (e.g. mouse) as well
as output devices (e.g. 8-bit color workstation displays) that are currently available
at reasonable prices are limiting the scientist.

An example might illustrate the problem in a better way: A scientist looks at an
isosurface display of an astrophysical data cube, as pictured in Figure 18. By
rotating the cube and its content, the 2-d screen clearly conveys the effect of a 3-d
object. In order to analyze part of the cube in more detail, the scientist wishes to
extract a subcube. At this moment several problems hamper the interaction:

• In order to "reach into" the cube (spatial positioning), the rotating movement
has to be stopped. This results in collapsing the 3-d information into a static 2-

5. Hue-Lightness-Saturation
6. Hue-Saturation-Value

7. Application Visualization System by AVS, Inc.
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d perspective projection. An output device such as a stereo-screen coupled
with stereo glasses or a virtual environment would solve this problem.

• A mouse is moved over a 2-d surface to simulate 3-d movement in various

ways: e.g. any 2-d coordinate plane in 3-d space can be selected consecutively
to reach any spatial position in 3-d space. While 3-d spatial feedback is al-
ready poor on the 2-d screen, the separate movement is also non-intuitive to a
natural gesture of grasping an object.

In view of the lack of 3-d input and output devices that are effective as well as

cheap, we performed a short study on the availability, effectiveness and costs of
such devices. The result of this study is included in the appendix of this report.

2.5 User interface design

In order to build a system that is liked and used by researchers, we interviewed our

potential users on their likes and dislikes of analysis systems, specifically noting
aspects of the user interface (Mickus, 1991; see section 6.3). The breadth of an-
swers lends itself to a discussion that goes beyond the scope of this report. To sum-
marize, common wishes were:

• support major application systems, such as IRAF, IUE/RDAF, IDL, AIPS;
• use on-line documentation of software;

• use windows, widgets and interactive tools;

• offer a dynamic system, e.g. easily expandable if new software is to be
included, or when new application packages are to be installed.

STAR's user interface therefore incorporated all these aspects:

• In its start-up state the system allows access to IRAF, IUE/RDAF, IDL, AIPS.
Customized startup files (e.g. for IRAF and IDL) can be created at one time and
used for future purposes.
• On-line help and documentation is available on application software packages
developed in-house. In order to keep documentation of user-built modules as up-
dated as possible, we provided an automatic documentation tool, which extracts
comments from the source code to make them available as source code documenta-

tion. Documentation for external software packages is the responsibility of the de-

velopers.
• STAR is built in a workstation environment, on top of X-windows and 1DL

(later versions on IDL/widgets) making therefore extensive use of windows, wid-

gets and interactive tools.
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Feedback from scientists on the use of STAR was solicited throughout the design

and development period. New research results in the area of Human/Computer In-
teraction (HCI) were employed to encourage feedback about the scientist's desires.
We were able to take advantage of a strong HCI research environment available at

the University of Colorado. Under consultancy of Dr. Lewis, cognitive design
techniques were used throughout the first 1.5 project years to solicit feedback from
CASA's scientists about the user interface design and visualization tools.

Besides soliciting feedback at CASA, we also solicited feedback from a larger
audience outside the University of Colorado about the design goals of STAR (see

also section 6.5). New aspects and desires of these audiences further influenced the

design of STAR.

A detailed review of design issues concerning the data analysis environment is

given in the enclosed publication "Design and Development of a Data Visualiza-
tion System in a Workstation Environment", which is attached as an appendix to

this report.

3. Examples of Work in the Project

3.1 Data analysis cycle and user interface

Figure 4 and 5 show in a schematic and actual view the main user interface of
STAR. Pull-down menus reveal the highest level of functions to perform

DATA INPUT/OUTPUT

CATALOG ACCESS

PREPROCESSING

ANALYSIS

VISUALIZATION

Read in / write out data to tape or disk; conversions
between various data formats; quick saving and restoring
of data variables
Retrieve information from databases by accessing

databases/catalogs directly or by executing database

programs
Apply necessary corrections and calibrations to data
Extract, measure and mark objects

Convert data to visual representations

Square buttons denote external software packages that may be executed by clicking
on the corresponding button. Round buttons reveal different menu functions for
CCD, IUE or IRAS based analysis. A "PROBLEM" button connects the user to
STAR's software developers to leave complaints, demands or recommendations. A

status window reports the current status of the software system, e.g. "Error";
"Waiting for user input..."; "Computing...".
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Figure 6 shows one submenu of the "CATALOG ACCESS" button: MCATS,

CASA's local Vms catalog access program, offers access to locally stored astro-

physical catalogs.

Figure 7 shows another "CATALOG ACCESS" function: "Quicklook" displays data

files selected through database programs in reduced resolution on the screen.

Figure 8 shows a "PREPROCESSING" function to flatten IRAS skyflux images. The

upper left image shows the original image, the lower right the result after flatten-

ing.

Figure 9 shows the interactive measurement of fluxes and positions in the image by

moving mouse/cursor over image pixels. Corresponding horizontal and vertical

profiles are plotted when clicking the mouse button.

Figure 10 shows an axonometric view of an IRAS skyflux image combined with its
contour lines.

3.2 Destriping and flattening of IRAS skyflux images

Two preprocessing techniques to flatten and destripe IRAS skyflux images were

designed, documented and implemented in order to enable visual and computation-

al comparisons between different IRAS wavelength bands. The flattening process

(removal of zodiacal light) is shown in Figure 8. Several examples and detailed ex-

planations are given in Appendix A.

3.3 Simple visualization techniques

Figure 11 shows an interactive surface plot of flux values. The control window to

the fight defines the current view point position.

Figure 12 visually correlates thxee of the four IRAS skyflux bands shown in the

upper picture and displays the result as a color picture on an I2S/IVAS 24-bit color

image display station. A similar color coding technique is used to correlate three

IRAS skyflux bands on a (much cheaper) 8-bit color display in Figure 13. The dif-

ference in the appearance of the pictures relates to the use of different input images

in the encoding algorithm.

An interactive switch board (Figure 14) facilitates the use of available color tables.

A high dynamic range of flux values (represented by the y-axis in window
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"STRETCH") is being converted interactively to the available color range of the
graphics workstation (Figure 15).

Figure 16 shows a flexible adjustment tool of the internal color lookup table. Lin-
ear as well as non-linear transformations can be defined interactively. Besides user-

defined conversions between data values and display values, predefined transfor-

mations, e.g. statistical stretches, are available.

Figure 17 shows the interactive zooming tool.

3.4 Data cube visualizations

Collaboration with Dr. John Bally at CASA started beginning of 1992 and gave us

an opportunity to present new visualization techniques as recently developed (or
still under development) by the computer graphics community. Following is a
short explanation of Bally's data sets and scientific goals in order to better un-
derstand the visual representations chosen.

Data is collected by a 7 m telescope dish owned by ATI" Bell Labs in New Jersey.
It operates at a frequency between 23 to 43 Ghz, corresponding to a wavelength of
1.3 cm to .7 cm. The collected data is in form of 2-d image tiles for each measured

frequency. Processing of the collected raw data values from the heterodyne receiv-
er results in even gridded data values defined in three dimensions (spatial, spatial,
frequency). The data values correspond to a count of carbon monoxide molecules
at that specific spatial location and frequency. Data values may range between
-32000 and +32000.

Carbon monoxide is used to trace molecular clouds. It is important to understand

changes of the molecular cloud in space as well as in frequency. Therefore,
scientific tasks in interpreting data values are: observe, if the cloud is expanding;
look for indications that the cloud is collapsing; in what direction is it moving;

identify dense matter at each stage of frequency.

It is important to express essential data characteristics in the resulting visual repre-
sentations. In the case of the astrophysical data cubes, such essential characteristics
are spatial location as well as frequency and the data value itself. Leaving both spa-
tial dimensions in their natural form and mapping frequency into a third spatial di-

mension created an even gridded cube ("data cube") with the data values expressed
as voxels.

However, the various slices of spatial data values could also collapse into one sin-
gle slice, where spatial dimensions are represented in their natural form, but vari-
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ous data values along one frequency dimension are expressed in one pictorial

"glyph".

It is important to represent the data is an effective way, so that the decoding pro-
cess from pictures to scientific interpretation is quick and accurate. The following
visual representations were chosen and discussed with Dr. John Bally:

3.4.1 Iso surfaces

Data values of a certain threshold were connected to create iso surfaces. This is a

well known rendering technique of a data cube representation. In this representa-
tion, the overall shape of the data can be observed as well as isolated volumes (see
Figure 18). Understanding the overall distribution of the carbon monoxide in the

given spatial-spectral dimensions is important in order to understand the detailed
quantitative information. The iso surface representation can be enhanced by adding
individual slices through the data cube (see Figure 19) or by using several transpar-

ent iso surfaces (Figures 20).

3.4.2 Translucent representations

Rays penetrate the data cube from a chosen point-of-view and accumulate values
of opacity related to corresponding data values. This representation inflicts a
transparent characteristic on the molecular clouds, very much like the visual form
of real clouds. It allows to look into the cloud as opposed to observing the surface

only. Because the scientist felt a natural understanding of this representation, it was
favored as compared to any other representation.

Figure 21 shows a translucent rendering of the cube by looking at the data from
one side: one spatial dimension increases to the right, the frequency increases from

bottom up. The rapid changes of the data values in the mid-frequencies show spe-
cial characteristics of carbon monoxide at these frequencies. Figure 22 shows the
same data cube using the same representation looking from top down onto the
cube.

Figure 23 uses colors relevant to the frequency content: high frequencies are col-
ored blue, low frequencies are colored red. During rotation of the display, the
viewer will therefore be constantly aware of the frequency range s/e is looking at.

3.4.3 Data slicer

To monitor the change of one data value in relation to its neighbor values, a data
slicer was used. Even though a data slicer can only monitor the neighbors sur-

rounding a certain data value inside a plane, flexibility in placing the slices inside
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the cube can monitor various changes. Figure 24 shows four slices cutting through
the cube parallel to the x/y plane, enhancing the understanding of the movement of
the cloud through frequency. Figure 25 shows three orthogonal slices through the

data, intersecting in the center of the cube. Figure 26 shows an arbitrary slice

through a data cube.

3.4.4 Glyphs

To collapse all (or a subset of) data slices along the frequency dimension into one
single two dimensional image, one must map all data values along one frequency
dimension into one Complex "glyph". The difference of one glyph from its neigh-

boring glyph relates to the spectral characteristics of carbon monoxide and can be

interpreted accordingly.

The resulting image can also be seen as one entity, therefore allowing interpreta-
tion of the overall distribution and change of carbon monoxide in the data cube.

Visual representations of collapsed data slices leave it up to the human visual sys-
tem to decide if the focus is on large-scale or small-scale structures.

Figure 27 shows a glyph representation of nine consecutive slices: color slices are
used inside each red square to indicate various spectral responses at each spatial lo-

cation. Figure 28 encodes five slices into five characteristics of a cube: width,
height, depth, color and view point.

3.5 Expansions to commercial visualization software

One major point of dissatisfaction for Dr. Bally was the fact that in many cases of
commercial visualization software no interaction could take place on the visual dis-

play itself. E.g. after displaying isosurfaces of a data cube, availability for quantita-
tive analysis, such as integrating flux vaIues inside an isosurface, is very important
to interpret data. We therefore modified the IDL modules of "data slicer" and "iso-
surfaces" to include quantitative analysis.

Figure 29 shows three isosurfaces and a corresponding count of flux values inside
these isosurfaces.

Figure 30 shows a grid in an arbitrary plane through an isosurface. The grid aids in
probing data values inside the data cube in relation to the isosurface.
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Figure 5: Actual view of the main user interface of STAR.
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Figure 6: Submenu of "CATALOG ACCESS" button: MCATS, CASA's local

catalog access program, offers access to locally stored astrophysical cata-

logs.

Figure 7: Another "CATALOG ACCESS" function: "Quicklook" displays data

files selected through database functions in reduced resolution on the screen.
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Figure 8" "PREPROCESSING" function to flatten IRAS skyflux images. The

upper left image shows the original image, the lower fight the result after

flattening.

Figure 9: Interactive measurement of fluxes and positions in the image by

moving mouse/cursor over image pixels. Corresponding horizontal and ver-

tical profiles are plotted when clicking the mouse button.
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Figure 10: Axonometric view of an IRAS skyflux image combined with its
contour lines.

Figure 11: Interactive surface plot display of flux values. The control win-
dow to the fight defines the current view point position.
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Figure 12: Visually correlates three of the four IRAS skyflux bands in the

upper picture and displays the result as a color picture on an I2S/IVAS 24-bit

color image display station.



Figure 13: Visually correlates three of four IRAS skyflux bands (see Figure
12) and displays the result as a color picture on the monitor of an 8-bit

graphics display.



Figure 14: An interactive switch board facilitates the use of available color

tables. ORIGINAL P,V,.I,E IS

OF POOR QUALITY



Figure 15: A high dynamic rallge of flux values (y-_ixis in window

"STRETCH") is being converted interactively to the available color range of

the graphics workstation.
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Figure 16: Adjustment tool of tile internal color lookup table. Linear as well
as non-linear transformations can be defined interactively. Besides user-de-

fined conversions between data values and display values, predefined trans-

formations e._. statistical stretches, are available.



Figure 17: Interactive zooming and contouring tool. ORiGiNAL PA_ IS

OF POOR QUALITY



Figure 18: Isosurfaces.
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Two transoarent isosurfacfs
viewing from top

X

Figure 20: Transparent isosurfaces.



X

_ viewing from side

dark blue: low molecule count

cyan: medium molecule count

green: high molecule count

yellow: highest molecule count

Figure 21" Translucent rendering of the cube by looking at the data from one

side: one spatial dimension increases to the right, the frequency increases

from bottom up.

viewing from top

x

dark blue: low molecule count

cyan" medium molecule count

green: high molecule count

yellow: highest molecule count

Figure 22: Same data cube as shown in Figure 21 but looking from top down



Figure 23: Use of colors relevant to the frequency content: high frequencies
are colored blue, low frequencies are colored red. During rotation of the dis-
play, the viewer will therefore be constantly aware of the frequency range
s/e is looking at.

Figure 24: Four slices cutting through the cube parallel to the x/y plane, en-
hancing the interpretation of the movement of the cloud through frequency.
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Figure 25: Three orthogonal slices through the data, intersecting in the cen-
ter of the cube.



Figure 26: Arbitrary slice through a data cube.



Figure 27: Glyph representation of nine consecutive slices: color slices are
used insidfi each red square to indicate various spectral responses at each
spatial location.
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Figure 28: Each five data values are being encoded into five characteristics
of a cube: width, height, depth, color and view point.



Objects enclosing values higher than 2.00000

Object I: 45004.1
Object 2:2.00966
Object 3:46.4203

Total number of objects: 3
Total sum for all objects: 45052.5

Figure 29: Three isosurfaces are displayed and a corresponding count of
flux values inside these isosurfaces has been calculated.



Figure 30: Grid in an arbitrary plane through an isosurface. The grid aids in

probing data values inside the data cube in relation to the isosurface.
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4. History of Work Progress (1989 to 1993)

The project started in Fall 1989. At that time the computer environment at the Cen-
ter for Astrophysics and Space Astronomy (CASA) was mainly based on Mi-
crovaxes and VAXstations (Vms operating system), even though two DECstations
3100 under the operating system Ultrix had recently been purchased. IDL with the

operating system Vms provided the main software development environment at
CASA.

At the start of the project major changes in the hardware and software choices of

the future could be predicted: scientific computing environments were (slowly)
changing from the Vms environment to RISC/Unix workstations. The Unix work-

stations provided a desirable price-performance ratio, high-resolution and color on
their monitors, affordable peripherals, and much room for improvement in each of
these areas. While the astrophysical community in general agreed that RISC/Unix
was here for the benefit of scientific computing, "porting software" to new plat-
forms was dreaded. It was the lack of funding for adapting software to a different
operating system (and different programming languages) that slowed the switch
from Vms to Unix. CASA faced the same problems as other scientific centers of
the same size: while the body of software was not as extensive as in larger centers,
the necessary programming work on top of ongoing software development was a
challenge. Current scientific analysis could not be put on hold for six months to a
year while the software was adapted to a new platform. Until June '89, when two
DECstations 3100 (Ultrix) were acquired, CASA had strictly operated with DEC
equipment and under the Vms operating system. Starting 1989, the policy at CASA
was set towards a slow move into the Unix operating domain, in order to take ad-
vantage of the superior hardware of RISC architecture, while not interrupting the
ongoing scientific work at CASA.

At the start of this project therefore, when all in-house developed and most public
domain and commercial software used at CASA still operated only under Vms, the
choice was made to acquire a VAXstation 3 I00/Model 38 (Vms). Development

work was to be done under IDL. The VAXstation joined the existing VAXcluster
consisting of two Microvaxes, one VAXserver, 10 VAXstations and two image
display stations as node "COSMOS". Cosmos was configured to run Vms and
DECwindows (DECs flavor of X-windows). The choice of Vms allowed us to

work in an alive and active software environment, even though a future move to-
wards Unix was expected during the project. In participating the later porting to
Unix, a platform-independent IDL version was used. Even so, slight differences in
the IDL/Vms and if)L/Unix codes were expected, e.g. the use of directory names.
Code was therefore carefully developed to use features common to both operating
systems; indispensable differences were solved by CASE statements specifying a
different solution for each operating system.
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The first version of STAR (Scientific Toolkit for Astrophysical Research) was de-

veloped, tested and used in the Vms environment between 1990 and 1991. During
1991 a new version of IDL was developed by Research Systems, Inc. to allow a
more flexible and extensive use of widgets. Therefore during 1992, STAR was re-

written to take advantage of this new IDL version, improving the appearance and
functionality of the user interface, and at the same time making the final switch to
Unix. Unfortunately, the local data bases made available under IDL/Vms were not
compatible with the Unix environment, so that we lost some of our database func-

tionality with the newest versions of our software. Additionally, and through vari-
ous unrelated causes, we have lost some of our main users during the last two years
(1992/1993). This interrupted the growth of STAR and left STAR in its prototyp-
ing phase, giving us a platform to experiment and learn from as well as validate
our design goals. STAR in its current form can be ftp'd from the anonymous ac-

count at "cetus.colorado.edu" (ip address: 128.138.141.22). Path/filenames to ftp
from are "pub/star/star.tar.Z and README.FIRST ''8.

Since 1990 various scientists at CASA and outside the University of Colorado
made use of STAR in different ways:

a) Use of STAR: During the course of the project we supported specific needs of
scientists by developing new visualization tools and an environment that would
benefit individual research demands. As an example, Dr. Edward Brugel, Dr. Rob-
ert Stencel, and Dr. John Bally at CASA and their students were strongly supported
by STAR's broad functionality (see sections 3 and 6). Outside visitors, like Muriel
Taylor from Goddard Space Flight Center, came to CASA to test STAR with their
own data.

b) Use of STAR's software: Several scientists and graduate students at CASA (e.g.
John Saken) as well as centers outside the University of Colorado (e.g. COBE soft-
ware development group) have adapted the user interface design or analysis soft-
ware modules into their own environment. We have allowed this way of using our

software as we realized that many scientists design, program and maintain their
own code and feel flexible in their own environment. Basing STAR on IDL, a

much used software platform in astrophysics, has allowed a widespread use of
STAR's modules.

c) Design principles of STAR: More than on software development itself we fo-
cused on making general software development guidelines available to the astro-
physical community: e.g. how to build user interfaces for astrophysical systems;
how to decrease the complexity of large software environments; how to improve

8. In case of problems please contact Janet Shaw (jes@qso.colorado.edu).
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on available visualization modules. The multitude of resulting publications (see

section 6) proves our emphasis on this issue.

5. Recommendations to the Sponsors

In order to underline some of the lessons learned during the project, the author

would like to emphasize two inherent propositions made in this report:

• the integration of visualization into the data analysis process; and

• the collaboration between astrophysicists and computer scientists.

Integration of visualization into the data analysis process

When we talk about performing data analysis, we actually mean the execution of a

series of processing steps. In this report we have divided data analysis into five
main components (see section 2): identification and access of existing information;
preprocessing; quantitative analysis; visual representation; user interface. Design-
ing and developing software for any of these components should be done in view
of the whole process instead of the individual component. The reason for empha-
sizing the integration of data analysis components is that astrophysicists need to
use all aspects of data analysis to answer a scientific question. As long as the soft-
ware development process of each component is separate from the other compo-
nents, the user of data analysis software is constantly interrupted in their scientific
work in order to convert from one data format to another, or to move from one

storage medium to another one, or to switch from one user interface to another.
Much frustration is spent this way and time used up that could otherwise be used
for scientific work.

Because this report was mainly concerned with integrating visualization software
into the data analysis process, a smooth integration of visualization functions into
the currently existing analysis environment was stressed. However, visualization of
scientific data is meaningless on its own: data has to be documented, calibrated and
measured together with their visualization in order to reveal their meaning in re-

spect to a scientific question.

Collaboration between astrophysics and computer sciences

Closer collaboration Of astrophysicists and computer scientists will increase pro-
ductivity and quality in astrophysical research. The competitiveness of research,
current funding structures, and historical separation is hampering the collaboration

between these groups. A certain indifference of each others needs and contribu-
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tions leads to commercially available visualization systems that do not cover the
needs of astrophysicists (or other scientists); an ignorance of new methods avail-
able for multi-dimensional visualizations; or misleading assumptions in introduc-
ing new technologies.

Recommendations to support necessary changes include appropriate actions in the
research funding structure, the sponsorship of computer scientists to spend time in
the environment of astrophysicists, or the sponsorship of computer scientists to de-

velop and teach tutorials on new methods and technologies at NASA's facilities.

Closer collaboration is to the benefit of both parties, and efforts such as the ones
instigated through the Center for Excellence of Space Data Information Sciences

(CESDIS) are expected to make a difference in the future.

6. Dissemination of Project Activities Outside the University of Colorado

6.1 Publications in journals or books

Domik, G., Brugel, E.W., Stencel, R.E., Vasudevan,
Workstation based Preprocessing of IRAS Skyflux Images,
Astronomical Society of the Pacific, October 1990.

S., Pang, J., 1990,
Publications of the

Domik, G. O. and Mickus-Miceli, K.D. 1992, Design and Development of a Data
Visualization System in a Workstation Environment, J. Microcomputer Applica-

tions, Vol. 15, pp. 81-88.

Domik, G.O. and Mickus-Miceli, K.D., 1992, Software Design and Development
in a Scientific Environment: Lessons Learned During the Development of STAR,
an Astrophysical Analysis and Visualization Package, Astronomical Society of the
Pacific Conference Series, Volume 25, Astronomical Data Analysis Software and
Systems I, ed. by D.M. Worrall, Ch. Biemesderfer, and J. Barnes; pp. 95-99.

E.W. Brugel and R. Fesen, Optical Imaging and Spectroscopy of Three New
Northern Hemisphere Herbig-Haro Complexes, in preparation.

6.2 Publications in proceedings

Domik, G., Vasudevan, S., Pang, J., 1990, Bmgel, E.W., Stencel, R.E., Applica-
tions of IRAS Preprocessing at the Workstation, 176th meeting of the American

Astronomical Society, BAAS Vol. 22, No. 2, 1990.

Mickus, K., Domik, G., Brugel, E., Ayres, T. 1990, STAR-- A Scientific Toolkit for
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Astrophysical Research, 176th meeting of the American Astronomical Society,
BAAS Vol. 22, No. 2, 1990.

K. Mickus, E. Brugel, G. Domik, T. Ayres, 1991, A Case Study: Multi-Sensor

Data Analysis of HH Objects via STAR, BAAS Vol. 22, No. 4, 1991.

G. Domik and K. D. Mickus, 1991, Visualization in the Analysis Cycle of

Observational Data, Proceedings of the Gesellschaft fiir Klassifikation, Salzburg,
Feb. 25-27, 1991.

E.W. Brugel and R. Fesen, 1991, Discovery of Three New Herbig-Haro Objects,
BAAS, Vol. 23, No. 2.

E. Overgard, R. Stencel and K. Mickus, 1991, Workstation Based Analysis oflRAS
Views of OB Star Associations, 103rd ASP meeting, Laramy, Wy..

Domik, G., 1992, Designing User-Centered Interfaces for Astrophysical Software,
Workshop Proceedings on "User Interfaces for Astrophysical Software", April 14-
15, 1992, Goddard Space Flight Center, Greenbelt, MD, sponsored by NASA

Headquarters, Astrophysics Division Workshop.

Domik, G., 1992, Visualization of Multi-Dimensional Arrays in Astronomy,
Conference on "Astronomy from Large Databases II", Haguenau, France,

September 14-16, 1992.

6.3 Reports

Ruiz, J. and Domik, G., 1990, Use of Color Coding Techniques to Search for Her-

big-Haro Objects in the Infrared, internal REU (Research Experience for Under-
graduate Program of the National Science Foundation) report.

K. D. Mickus, 1991, Participatory User Interface Design for Scientific
Visualization Systems, Masters Thesis, University of Colorado, Department of

Computer Science, Boulder, Colorado, 80309-0430.

Domik, G., 1992, A Case Study in Astrophysical Data Visualization, Technical re-
port CU-CS-622-92, University of Colorado, Department of Computer Science,
Boulder, CO. 80309-0430.

Kahn, Bredekamp, Cheeseman, Domik, Knighton, Treinish, and Weir, 1992, How
Best to Create Interactive Data Analysis Tools That Allow the User to Go from the
Pictures to the Numbers. Special Report to the Communications and Information
Systems Division, NASA, March, 1992.

48-



VisualizationTechniquesto Aid in theAnalysisof Multi-SpectralDataSets

6.4 Participation at workshops relating to project work

User Interfaces for Astrophysical Software, a workshop sponsored by the Astro-

physics division of NASA, April 14-15, 1992:

Going from the pictures to the numbers, a workshop sponsored by the Communica-
tions and Information Division Systems of NASA, February 1992.

6.5 Talks

A series of about 20 talks were given over the past four years to report on project
work and to solicit feedback from scientists about the goals and results of the

project. About an equal share of presentations were given in front of scientists (e.g.
at the Jet Propulsion Laboratory; at NASA Goddard Space Flight Center; at the
Department of Meteorology at the University of Innsbruck, Austria) and computer
scientists/engineers (e.g. Department of Informatics, University of Linz, Austria;
Storage Tech, Louisville, Colorado; Department of Computer Science, University
of Illinois, Urbana-Champaign and National Center for Supercomputing Applica-
tions (NCSA)). Consequently a better understanding of the issues surrounding the
software environment of data analysis, and specifically visualization software,
emerged.
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Workstation-based Preprocessing of IRAS
Sky-Flux Images
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ABSTRACT

We have developed and implemented computer algorithms to remove two types of degrada-

tions in IRAS sky-flux images: slowly varying background illumination (strongly effected by the

presence of zodiacal light) and periodic stripes. This paper discusses both algorithms in detail and

shows results of its use on various sky-flux images.
Focus of the work was on the implementation within a workstation environment and its value as

a preprocessing tool for researchers: Speed of the process, usability of the programs, and correct-
ness of the results were our main goals in developing these tools.
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1. Introduction

Researchers working with currently available IRAS (In-

frared Astronomical Satellite) sky-flux data have been

hampered in their work due to the undesirable effects of

slowly varying background illumination within sky-flux

plates and of periodic distortions, producing sinusoidal

stripes in the image.

The Infrared Processing and Analysis Center, IPAC, is

trying to effectively remove these degradations by repro-

cessing original source data. New sky-flux data are ex-

pected in the near future; however, we believe that an

independent assessment of background-removal tech-

niques may offer researchers more understanding of the
methods involved.

Because products from the IRAS provide major re-

search data sets, it is necessary to remove degradations to

utilize sky-flux images to their fullest extent. We suc-
ceeded in developing a procedure that would remove

these degradations but still preserve essential image in-

formation. The procedure we implemented is fast, fully

automated, and programmed in Interactive Data Lan-

guage (IDL) which is becoming a widely used software

platform in the scientific community (Stem 1984; Varosi,
Landsman, and Pfarr 1990).

Section 2 gives a mathematical and technical explana-

tion of the algorithm for flattening the uneven back-

ground flux; Section 3 explains the algorithm to remove
stripes and compares the method to the one developed by
Van Buren (1987); Section 4 summarizes the effect of the

restoration techniques through several examples. The

thus-restored IRAS sky-flux images are used at the Cen-

ter for Astrophysics and Space Astronomy (CASA) as a

basis for various astrophysical research efforts, such as in

multiwavelength analysis (Saken, Shull, and Fesen 1990),

and an investigation into the use of IRAS images for the
detection of Herbig-Haro objects (Domik and Brugel

1990).

2. Flattening of Background Flux

Variation of the position angle between the data-

collecting platform and the Sun is the main cause of

gradient background flux increase or decrease. This

causes problems in the visual and numerical analysis of

sky-flux images, because pointlike and extended sources
of similar power cannot be compared anymore numeri-

cally or visually if they appear sufficiently apart in the

image. A sky-flux image, I, degraded by varying back-

ground flux, can be approximated by equation (1):

I(x,tj) = F(x,_) + Z(x,_) , (1)
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where F is the thix ima_c without (]('_radati(ms. Z denotes

the slowly varyin_ 1)ack,-vountl v,h,es, and !X.tl t in¢hcatc

the two spatial dimension_.

Figure J(a) shows an example o{ sky-flux plate 7.5 q25 ILL).

centered at a ri+.r.htascension of 4 hours a,+d a dec'li,mti<m

of15 °. Flux values at the left upper corner are elevated by

an average amount of 6.1 t' -+ 06 Jy/sr compared to the

lower-right comer.

The amount of ,elative flux elevation over the image

can be approximated b v ,neasurinu average flux values in

the four quadrants of the skx-flux image, after point
sources have been removed. Removal or point sources is

performed bv a median filter with a large (+e.g., 11 × 11)
window size+ The degradation is then modeled from four

points of estimated background flux as either a plane
(least-squares fit) or a hyperl)olic paraboloid (Fig. 1(b)).

Approximations of higher order might remove structures

not part of the background. Remo_ al of the degradation is

accomplished by si,nply sul)tracting the background
model from the image. In order to keep flux values in

their intended range, we elevate the result to the average

of the original image.

The algorithm can be summarized by the following
pseudocode:

1. I' = F[I], with I = orig image idegradedl, F ..
median filter

2. z, = AVG[Q_[I ']], with Q+[I '] = ith quadrant of/',

AVG ... average function

3. Z = BACKGROUND MODEL[z+ ], for i = 1,4

-l. I, I Z-A\(,ll}

Iml+lementation (d+the al)ove algorithm in IDL is fully
aut<maated and fast..a_ ailabilitv of information about min-

imum and maxiutt,n+ tlu.x and size of image as provided

with images l)reviously distributed by IPAC is assumed.

The result of tlattening the image in Figure l(a) is pre-

sented in Figure lIcl. Computation times are summa-
rized in Section 4.

3. Removal of Sinusoidal Stripes

The cause of these degradations lies in the scanning
nature of the survey, nmmniform response across each
detector, and differences between deteetors of the IRAS

scanner (Beich,nan et al. 1985; Kennealy et aI. 1987;

Whaley 1989). The ¢liffering response from each individ-

ual detector gives rise to a high-frequency variation and is

strongest in bands 1 and 2. Each separate pass of the

sensor across the image caused stripes of lower frequen-

cies (approximately 9-11 stripes per image) and is again

most noticeable in bands 1 and 2. Removal of periodic

stripes is important for the recognition of faint stars and

usefid backgrot,nd flux i,fformation that might otherwise

not be detectahle in the image.

Periodic features that show up in the form ofsinusoidal

waves can be more easily identified in the frequency

don+ain than in the spatial domain, because sinusoidal

{;:atures transform to impulses in the frequeney domain.

An impulse can be easily identified and removed without

accidentally eliminating important signals as well.

Iltlliliilll

:.-::::.-:!

FiG. 1-SIq,,-fluxplate 75, HCON 3. band :2 _a!Shows the sky-fluxplate as currentb distributed by IPAC Average fluxvalues at the upper-left corner
are elevated by an average of 6.1 e + 06Jy/sr compared to the lower-right corner
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6.68e+07 jy/sr

_6.36e+07 jy/sr

Fro. I-Sky-flu× plate 75, HCON 3, band 2. (b) Shows the background me,deled as the surface ofa hyperbo|ie paraboloid.

mi I t I.mllml
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FIC. l-Sky-flux plate 75, HCON 3, band 1. (c) Shows the sky-fluxplate after removing background surface.

Unfortunately, the Fourier components of point

sources spread over most of the frequency domain. Table
1 summarizes the information content of an IRAS sky-flux

image and its presentation in the spatial and frequency
domain.

In order to remove periodic [__.atures but none of the

image signals requires that a precise eliminaticm process

be applied. We have carefully reviewed the al_orith,u bv
Van Buren (1987) and f}mud it xcry useful in seventl ways:

1. By removing point so_rces (usin._ upper and lower
cutoffvalues) before the ['ilterin_ process _m(' reduces the

danger of accidentally rt'tnox in_ si_4nals ti_mt the p_fint

OR_;INAL PAGE IS
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stmrces during the filterinK process.

2. By removi,l_ only small "wedges" in the frequency

domain one again reduces the risk of removing too much

of the signal.

We have improved on the above algorithm in two major

ways:
1. In order to remove point sources from the original

image the user does no( need to prespecify cutoffvalues;

inst_'ad, the alKol"ithnl is aide to identi_, pointlike objects

and remove them from the image. User-defined speeifica-

ti_m of cutolt xalucs c:msed two problems: for one, the

,s_,r necdcd a clc_tr ul_th'rstaudi_l_ of what range of flux
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Information Con_cr.: :_ I_AS Sky-flux l_a_es

Imaqe Fe_:_re Spa_ia_ Domaln Frequency Domain

Star_ Pointlike features Spread all over domain

(shar_, _a_rc_ Gaussiansl [wide Gaussians)

$_ripe$ Periodic f_a:ures Impulses in high and

low frequencle£

Nebula_, e_er Various fc..-_s. Mainly in lower

backqroun_ features frequencies

values represented periodic striping and, therefore,

needed to numerically review a number of image profiles;

second, even with specifying a perfect upper cutoff value

faint point sources were often hidden in the lower values

of the periods of the stripes.
2. The program is able to identifi,' a range of angles

sigui_,ing the slopes of the stripes automatically. This

proves very helpful in the overall restoration algorithm in
two ways: first, because the program is able to identify the

slopes of stripes more accurately and therefore leads to

less signal removal later on; second, this step allows the

algorithm to become fuIly automated; there is no need for

any Wpe of measurements before the restoration algo-
rithm is started.

The destriping algorithm presents itself in six stages:

Step Pseudocode

1. B - F - P ; F ... flux image

P ... point sources

2. a = _(B)

3. B = ,_{B}

4. B' = B'W(a)

W(a) ... frequency filter

5. B' : _ '{B'}
6. F'=B'*P

Details of each step follow.

Explanation

remove point sources

from image

calculate direction of

slopes for stripes

transform background

into frequency
domain

apply appropriate
filter over areas

affected

transform background

add point sources

onto background

3.1 Remove Point Sources.fi'om Image

To explain our procedure in more detail we used sky-

flux plate 75 (HCON 3, band 2! as an example. Figure 2(a)

shows a profile of the image in its original version, t)ul

after flattening tim background. The profile ix taken at a
declination of 9059 ' . To separate point sources from the

background we first median fiher the image with a large
window size. The window size of the median filter shottld

I)e large enough to incorporate the image size ()fall point

DOMIK ET AL.

sources, but a single "'correct" value is not intrinsic to the

success of the whole algorithm. The upper cutoff value for

point sources is then defined at a fraction of a standard
deviation from the median values. Figure 2(b) shows the

identification of the background: The broken line signifies
values at a distance of 0r/8 from the median value, where cr

is the standard deviation in the image; the solid line shows

the thus-identified "background image".

The cutoff distance should be large enough to still

ideuti6, high-frequency degradations as "background"

but low enough to ident@ point sources as such. By

detZault, the system uses or/8; however, cr/8 to crl4 have

been empirically defined as good values. Because of our

dynamic definition of cutoff values, point sources can be
identified even inside the periodic stripes. A profile ofthe

features identified as point sources is presented in Figure

Z(c).

3.2 Calculate Direction of Slopes for Stripes

The automated calculation of slopes defining the stripes

is performed using a correlation technique between sev-

eral image profiles. The image profiles are taken from the

median-filtered background image (see Fig. 2(b)); thus,

tim periodic waves caused by the stripes are easily observ-

able. Correlation is performed by shifting one profile line

against another and measuring the difference. The differ-
ence translates into an error function, whose minimum

value relates to the shift of stripes between the two lines.

Because the slope of the stripes changes in the overall

image (specifically at the upper and lower edges of the

image compared to its center), a range of angles seems

more representative than one specific angle. For exam-

ple, sky-flux plate 75, HCON 3, band 2 (Fig. l(a)) was
found to have stripes between angles of 7° and 13°.

3.3 Apply Appropriate Filter over Areas Affected

After transforming the image to the frequency domain

the disturbing impulses are removed. The location of

these impulses is found rotated 90 degrees from the

slopes calculated for the image stripes (Gonzalez and
Wintz 1987). Because we assume a range of slopes, we

remove (or suppress) the values within hvo wedges, as

suggested in Van Buren (1987). See Figure 3 for a step-by-

step presentation of the fihering technique.
Because we start off with a flattened background, the

most prominent features both visually and numerically
are the periodic stripes (Fig. 3(a)). They are even more

obvious in the fl-equency domain (Fig. 3(b)), where they

give rise to a series of impulses orthogonal to their direc-

tion in the spatial domain. After affected areas have been

blocked off(Fig. 3(c)), and an inverse Fourier transform is

performed, the image shows reduced periodic degrada-

tions, ttowever, depending on processes applied to the

raw image, stripes hidden in the background before the

process may l_eeome visible now. Subsequent passes will

remove such stripes, but it is up to the scientist to balance

-:: :-: :. -7::
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Fro. 2-Profile at a dee ination of 9"59' of sky-flux plate 75, HCON 3, band 2, after flattening background. (a) Before destriping.
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eventual loss of signal versus the level of destriping de-

sired. Figure 3(d) shows the level ofdestriping (7 ° to 18°)

chosen by the authors.

Because the original dynamic range in sky-flux images

is usually found between 1.0 e 07 Jy/sr and 1.0 e Jy/sr, this

would give rise to high values in the frequency domain.
Therefore, we normalize the image values by shifting

them into the range of [0..1] before taking the Fourier
transform. The Fourier-transformed values then lie be-

tween a controlled area instead of being data dependent.

This facilitates the filter design, which is either a simple

mask to set the values inside the wedges to zero or a

specifically designed filter affecting only the disturbing

impulses in the frequency domain.

3.4 Add Point Sources Back onto Background

After the filtering step discussed above, the back-

ground is t,nfolded into its original dynamic range and

point sources are added back into the restored back-
ground image. Figure 4(ai shows a profile of the restored

image, but before adding point sources. Figures 4(1)) and

3(d) show the restored image after adding point sources:
Even though the periodic degradations are eliminated,

the information of the sky-flux images seems fully con-
tained.

4. Examples oflRAS Preprocessing and Outlook

In order to prove the value of the above-described

procedures, we have preprocessed a set of well-published

IRAS sky-flux images. Figure 5 shows a series of images

from sky-flux plate 77, before and after preprocessing.

Note, again, that all the preprocessing is done without
user interaction. Overriding the range of slope values by

user-identified values before filtering is possible. CPU

times for removal of the background is 0.6 minute (Fig.

l(a) to Fig. 1(c)); for destriping we measured 2.6 minutes

per 500 x 500 sized sky-flux image (Fig. 3(a) to Fig. 3(d)).
CPU times were measured on a heavily used VAXserver
3500.

We believe that the automation of the restoration pro-

cess, its speed, and its accuracy [cud itself to a wide use of

applications [br researchers dealing with IRAS sky-flux
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FIG. 2-Profile at a declination of 9°59 ' of sky-flux plate 75, HCON 3, band 2, after flattening background. 0_) Upper cutoffvalues appear in dotted

lines ((or/8) removed from median values). Solid line shows "background image".

images. One of the applications of the above-mentioned

preprocessing technique at CASA is the use ofmultiwave-

length data in tile infrared range to identify Herbig-Haro
objects. This research interest evolves from work by

E. W. Brugel in the ultraviolet range and will investigate

the possibility of color-coding techniques to identif3'

Herbig-Haro objects in IRAS images. Preprocessing as

explained in this report is a necessary step if visual inter-

pretation of flux images is to be meaningful. A forthcom-

ing publication will discuss this project in more detail

(Domik and Brugel 1990).

Algorithms described in this paper will be made avail-
able to tile astronomical cmnmunity as documented and

tested IDL programs through the "IDL Astronomical

User's Library" (Varosi et al. 1990) by the end of 1990.

Inquiries about progress and availability should be di-
rected to Citta Domik _

'lntt'rne! address: I)OMIK%COSMOS@VAXF.COLORADO.EDU;

SPAN :CY('NUS ::1)O M IK:hitnet: DOM I K%C()S MOS@COLORADO.

BITNET.

The authors thank Dave Ewing, Richard Fox, Bart T

Hamilton, Mike Sprenger, Huang Titzi, JeffWhaley, and

other graduate students at the Electrical and Computer

Engineering Department at the University of Colorado
for their discussions and thoughts relating to this paper.

G. Domik's efforts to develop the algorithms were spon-

sored in part through NASA grant NACW-1902; efforts to

document and test the programs are being sponsored by

NASA grant NAGS-1390.

REFERENCES

Beichman, C A., Ncugebauer, G., ltabing. H J., Clegg, P E., and

Chester, T. J., cds. 1985, l,lfrarcd Astronomy Satellite (I/L4S),

Catalo_.s and Atlascs, Explanatory Supplement (Pasadena: Jet

Propulsion Lab).

Domik, C. O., and Br.gel, E W. 1990. Detection of Herbig-Haro

OIJjects i. the lllfra red, in prcparat ion.

Conzalez, R. C., and Wintz. P. 1987, Digital Image Processing (Read-

ing, MA: Addison-Wesle.v Publishing Company, Inc.).

Kennealy, J. P., Korte, R M., Gonsalves, R. A., Lytms, T. D,, Price,

S. D., LeVan. P. D.. and Aumann. H It. 1987, SPIE, 804, .

Sakcn, J. M., Shull, M., Fesen, R 1990, An ItL4S Surt_ey of Galactic

SiIpcrilOl-a Remllants. in preparation.



PREPROCESSINGOFIRASSKY-FLUX IMAGES 1173

1.4
E*7

1.2
E÷7

1
E÷7

8
E+6

3
Y

S
R

4
E÷6

2
E+6

-2
E+6

.6 4.4

I I i J

[ 1 i
4.2 4 3.8

RIGHT ASCENSION (Decimal Hours)

3.6 J.4

FIG. 2-Profile at a declination of 9059' of sky-flux plate 75, IICON 3, band 2, after flattening background. (e) Point sources in tile same profile tiwe.

Stern, D. 1984, Interactive Software for Image Processing, Electronic

Imaging, March 1984.

Van Buren, D. 1987, A.J.. 94, 1092.

Varosi, F., Landsman, W. B., and Pfarr, B. 1990, The IDL Astronomy

User's Library, 176th AAS Meeting, June 1990, Albuquerque, New

Mexico.

Whaley, J. 1989. Destdpin_ [RAS Images, Fin',d project report Fall 1_$9,

in"Digital Image Processing-, UniversityofColorado Boulder.



1174 DOMIK ETAL.

FIG. 3--Sky-flux plate 75, HCON 3, band 2. Right ascension is 4 hours, declination 15" at center o[ plate. SM'-tlux image has been zoomed in to
improve visual identificationofdegradations and enhancements. (a) Flattened background only; most stripes show up at an angle between 7* and 13°.

|
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F_C. 3-Sky-flux plate 75. ttCON 3, hand 2. Right aseension is 4 h_mrs, declination 15 ° at cenler of plaw Sk_-ilux image has been zoomed in to

improve visual identif_cati_m of degradations and enhance]m'nt_ (hi Wral_;J<_rlnali(m _]f hack,.zrtmnd ithaca.* tt_ the frt'(lu_'ll(" ) domain: Stripes appear

orthogonal Io t_rigmal image in the fi_rm _t;t ,.<*ri(',, of impulse_

:,..._. :
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Fro. 3-Sky-flux plate 75, HCON 3, band 2. Right ascension is 4 hours, declination 15" at center of plate. Sk3'-flux image has been zoomed in to

improve visual identification of degradati<ms and enhancements. (c) Fourier spectrum of image with wedges shown over affected areas.
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FIG. 3-Sky-flux plate 75, HCON 3, hand 2. Right ascension is 4 hours, declination 15° at center of plate. Sk3,-flux image has been zoomed in to

improve visual identification of degradations and enhancements. _.d)After t31termg the sky-flux image shows strongl3 reduced stripes.
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""::7::':5""

Fxc. 5(a)-Original sky-flux image, plate 77, HCON 3, band 1.

FIc 5(b)-Plate 77, ItCON 3, band 1 'after tlattcning and destriping.
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FIG.5(e)-Originalsky-fluximage,plate77,HCON3,band2.

FI(; -3rl]'-P!,tte' 7T I|C()N 3, band 2 after t'lattt'mn___ and d*.,,tripi*l_
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FIc. 5(e)-Original sky-flux image, plate 77, HCON 3, band 3.

FIc. 5lD-Plate 77, HCON 3, band 3 after flattening. No destriping necessary.
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1. Introduction

The Interactive Data Language (IDL) developed by Research Systems, Inc. is a powerful tool for

displaying scientific data in a variety of formats. As a part of this software package, the IDL slicer

was developed. Using the slicer, a user can view three-dimensional data using a subset of the IDL

graphical rendering routines with the benefits of a Graphical User Interface (GUI). Some of the

data analysis tools include those to render isosurfaces, data blocks, and orthogonal data slices.

In addition to IDL's data slicer, a series of IDL routines was developed to handle astrophysical

data stored in the Flexible Image Transport System (FITS) format. These routines include those

that allow the user to view FITS data in the IDL slicer, filter FITS data, and quantify structures

within FITS data. All of these IDL routines will be described in detail in the following sections.

2. Getting Started

To use the IDL extensions, the user must first enter the IDL software package. For information on

obtaining or using IDL, see your systems manager.

To enter if)L, simply enter idl in the login shell, at which time the user should see something like

the following.

IDL. Version 2.2.2

Copyright 1989-1992, Research Systems, Inc.

All fights reserved. Unauthorized reproduction prohibited.

IDL>

As a convention throughout this document, words in a bold character format will represent user

entries.

3. Viewing Data Stored in FITS Format

Many FITS data sets are available as a series of two-dimensional data slabs. To produce a three-

dimensional volume of data which may be used in the IDL slicer, they must be loaded sequen-

tially and put into a single three-dimensional array. The slicer can then render isosurfaces, slices,

or data blocks within this data volume. To read in this type of FITS data set and enter the IDL

slicer, the roufinefitsslicer was developed. This routine allows the user to select which FITS data

set is to be used in the extended IDL slicer.

3.1. Command Line Interface

fits_slicer, data_set, start, finish, x = [x I, x2], Y = [Yl, Y2]

Positional Arguments

data set

start

finish

Name of FITS data set; character string

Extension of first FITS data file to be read; integer

Extension of last FITS data file to be read; integer



OptionalKeywordArguments

x

Y

Computational window for data in first dimension, integer vector

Computational window for data in second dimension, integer vector

This routine reads FITS data into a single three-dimensional array. The first argument, dataset, is

a character string that defines which data set is to be read. If this data set is not in the user's cur-

rent working directory, either a relative or absolute path to the data set must be given. For exam-

ple, if the data set 12co resides in the directory �images/L1551, then dataset must be '/images/

L1551/12co'.

The arguments start andfinish are the first and last extensions of the two-dimensional slabs of

FITS data to be read. Continuing with the above example, if the files 12co.1, 12co.2 .... ,12co.25

are in the directory �images�L1551, and the user wished to read the entire sequence of files, then

start andjinish would be 1 and 25, respectively. The two-dimensional slabs of data would be

placed sequentially in a three-dimensional array as shown in Figure 1. For many data sets stored

in FITS format, the x- and y-axes are spatial dimensions, but the z-axis, in general, will not be a

spatial dimension. Instead, it may imply a direction of increasing velocity, for example.

z

Q'.\
Y__

_-.9----- data in 12co25

-..,.
-,...
-...,
-....
_,x-'_---- data in 12co.1

X

Figure 1. Organization of FITS Slabs in Data Volume

Optionally, a subset of the horizontal domain may be viewed with the slicer instead of the full

domain. Specifying a windowed domain is done through the use of the keyword arguments x and

y. These arguments are IDL vectors which define the domain window in horizontal computational

space; that is, they specify beginning and ending indices in the first and second dimensions. For

example, consider a data set in which the two-dimensional slabs of data axe 200 by 400. If a 100

by 100 portion at the center of the data set was to be viewed with the slicer, then the user could

enter [50, 150] for x and [150, 250] for y.

Completing this example, the full command entered at the IDL prompt would be

IDL> fits_slicer, '/images/L1551/12co', 1, 25, x = [50, 150], y = [150, 250]



3.2. Graphical User Interface

The original IDL slicer is described in IDL Basics by Research Systems, Inc. This slicer was mod-

ified for both the general user and for those who analyze FITS data. These enhancements are dis-

cussed in the following sections.

3.2.1. Rendering Data Slices

The original slicer was limited to displaying orthogonal data slices, that is, cross sections that

were perpendicular to one of the coordinate axes. A new interface was developed to allow arbi-

trary rectangular slices to be rendered.

The cross sections of data that may be viewed with the extended slicer are based on a rotational

axis. This axis is a single line within the slice to be displayed. Instead of the entire slice being per-

pendicular to a coordinate axis, the rotational axis is parallel to an axis. Three parameters for a

slice of data may be specified:

• The orientation of the rotational axis

• The position of the rotational axis

• The angle of the slice about the rotational axis

Finally, a button is pressed to signal the program to display the slice. The entire interface is

explained in the following sections.

3.2.1.1. Orientation

The orientation of the rotational axis is specified by pressing the right mouse button until the

desired orientation appears on the interface. The three possible orientations are illustrated in Fig-

ure 2, the rotational axis being in the center of the plane that identifies the orientation.

(a) (b) (c)

Figure 2. Extended Slicer Interface Orientations

Figures 2(a), (b), and (c) represent the rotational axis being parallel to the x-, y-, an z-axis, respec-

tively. In the actual interface, the orientation plane is gridded, but these grid divisions are not rep-

resented to simplify the diagrams.

3.2.1.2. Position

The position of the rotational axis may be moved anywhere within the domain of the other two

coordinates. For example, if the user chooses to have the rotational axis parallel to the x-axis, it

may then be given any (y, z) location within the domain of the three-dimensional volume. Figure

3 shows how the rotational axis may be positioned within the data volume.



Figure3.Selectinga Data Slice Angle Using the Extended Slicer Interface

3.2.1.3. Angle

The last parameter that may be specified when selecting a slice is an angle. This angle is that of

the data slice rotated around the rotational axis. Figure 4 shows how this angle is specified.

Figure 4. Selecting a Data Slice Angle Using the Extended Slicer Interface

As is done when selecting the rotational axis position, the user clicks in the foward-facing plane

that is perpendicular to the rotational axis, but in this case, with the middle mouse button. The

wireframe plane that represents the selected slice of data may then be rotated around the rotational

axis. Once the desired angle is chosen, the mouse button is released.

3.2.1.4. Rendering the Slice

The orientation, position, and angle parameters have been specified to the user's liking, the button

labelled Render Slice is then pressed to render the data slice. The slice will then be rendered as a

shaded cross section in the large graphical window.



3.2.2.SavingData Slices

Oncea datasliceis rendered,it maybesavedto afile asatwo-dimensionalFITS dataslab.Sav-
ing thesliceis doneby usingtheinterfaceshownin Figure5.

sav  i'i) iii'i'i'i'iiiii iii!iii' ::!iiiiiiii:i ,ili;,iiiii',!i! !'!'!:

Figure 5. Interface for Saving Data Slices

Using the IDL text bar, enter the name of the file in which the data is to be saved. The defaults file

name is slicer.fits. Once the file name is entered, press the button labelled Save Slice.

3.2.3. Rendering Isosurfaces

By selecting lsosurface on the main slicer interface, the user may view isosurfaces within the data
volume. The interface that allows the user to enter the isosurface value is shown in Figure 6. Note

that this interface differs from that in the original IDL slicer.

ii!' ................ii!!l
I

Figure 6. Interface for Rendering Isosurfaces

Again, a text bar is used. A value between the displayed minimum and maximum values may be

entered. The user also may select whether the isosurface is to enclose values higher or lower than

the threshold. If the isosurface is to enclose values lower than the threshold, press the button

labelled High Side; otherwise, press the button labelled Low Side. Finally, pressing Render Isosur-

face displays the isosurface in the large graphical window.

3.3. Related Routines

The roufinefits_slicer uses two other routines that may be of interest. The first routine is that

which reads in the sequence of FITS slabs. Second, the extended IDL slicer is the GUI that allows

the user to render the data volume in various formats. The following sections describe these rou-

titles.



3.3.1. Reading FITS Data

The function read_seq reads in a sequence of FITS data slabs and puts them into a common three-
dimensional volume.

volume = read_seq (data set, start, finish)

Arguments

data set
i

start

finish

Name of data set; character string

Extension of first FITS data file to be read; integer

Extension of last FITS data file to be read; integer

The arguments for this routine are the same as dataset, start, and.finish forfitsslicer. The data

slabs are placed in the three-dimensional array in the manner illustrated in Figure 1. The resulting
data volume is returned in volume.

3.3.2. Rendering Data

The procedure arb_slicer is an extension of the original IDL slicer.

arb_slicer, volume

Arguments

volume Volume to be used in the slicer, three-dimensional array

If the user has a three-dimensional volume of data in volume, it may be fed directly to the

extended IDL slicer using this interface.

4. Filtering FITS Data

To filter values out of a sequence of FITS data slabs, use the roufine fits filter. This routine loads a

sequence of two-dimensional FITS slabs into a single three-dimensional data array in the same

manner asfits__slicer. Data values either above or below a given threshold are filtered out of the

data volume and written to disk as a three-dimensional FITS data array.

4.1. Interface

fits_jilter, data_set, start, finish, thres, new_jile, high = high, low = low

Positional Arguments

data set

start

finish

thres

new_file

Name of data set; character string

Extension of first FITS data file to be read; integer

Extension of last FITS data file to be read; integer

Threshold value for data filtering; same type as data volume

Name of file for filtered data; character string



Mutually ExclusiveKeywordArguments

high
low

Specifies values higher than thres to be filtered out of data; flag

Specifies values lower than thres to be filtered out of data; flag

4.2. Description

The argument data_set, start, and finish are identical to those in the routinefitsslicer.

Arguments high and low are mutuaUy exclusive; that is, either one or the other of them is speci-

fied, but not both. These flags determine how the data is filtered. If the user specifies/high, then

values higher than the given threshold value are filtered from the data. Similarly, if/low is speci-

fied, values lower than the threshold axe filtered. The argument thres is the threshold value. All

values filtered out of the volume are replaced by thres in the resulting data array.

Once the data is loaded into a single three-dimensional army and is filtered, the resulting data vol-

ume is written to the file specified by new_file.

Using the sample data set from Section 3.1, consider the following example. If values above 2.1
were to be filtered out of the data and the resulting data volume were to be written to the file

myfile.dat, then the user would enter

IDL> fits_filter, 'hmages/L1551/12co', 1, 25, 2.1, 'myfile.dat',/high

5. Quantifying FITS Objects

Displaying an isosurface from a three-dimensional data volume can provide information about the

behavior or structure of a system, but often a more quantified approach is necessary. For this pur-

pose, the routine fits_objects was created. This routine sums the values inside each individual

object defined by an isosurface.

5.1. Interface

fits_objects, data_set, start, finish, thres, x = Ix I, x2], Y = [Yl, Y21, low = low, high = high

Positional Arguments

data set

start

finish

thres

Name of data set; character string

Extension of first FITS data file to be read; integer

Extension of last FITS data file to be read; integer

Bounding value for data objects; same type as data volume

Required Mutually Exclusive Keyword Arguments

low

high

Specifies that objects are defined as those structures

bounded by and enclosing values lower than thres; flag

Specifies that. objects are defined as those structures

bounded by and enclosing values higher than thres; flag



OptionalKeywordArguments

X

Y

Computational window for data in first dimension; integer vector

Computational window for data in second dimension; integer vector

5.2. Description

When an isosurface is rendered, the structures that are displayed are those bounded by a threshold

value and containing values either higher or lower than that value. The routine tits_objects is used

to add up the values inside each of these structures.

The arguments dataset, start, and finish axe the same as those in the routines fitsslicer and fits_-

-tilter. The argument thres is of the same data type as that of the three-dimensional data volume

and specifies the bounding value for the data objects in the same way a threshold value is given

for isosurfaces. Either values above or below this value will be contained in the data objects,

depending on whether/high or/low is specified.

Domain windowing may be done using the arguments x and y. These arguments are identical to

those in -fits slicer.

As an example, suppose the following was entered:

IDL> fits_slicer, 'hmages/L1551/12co', 1, 25

Notice that variables x and y were not specified, so the entire data volume will be used in the

extended slicer.

Using the Isosurface option in the slicer, the user then obtained the isosurface shown in Figure 7.

This isosurface encloses values higher than 2.0. Notice that two distinct objects are revealed: a

large structure and a much smaller one. If the user entered

IDL> fits_objects, '/images/L1551/12co _, 1, 25, 2.0,/high

the output shown in Figure 8 would be displayed. In this figure, three objects were identified, but

one of these contained a single value within the data volume. The other two objects are those dis-

played in Figure 7, but revealed in a quantified format.
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Figure 7. Graphical Representation of L1551 Isosurface Enclosing Values Greater Than 2.0

Objects enclosing values higher than 2.00000

Object 1:45004.1
Object 2:2.00966
Object 3:46.4203

Total number of objects: 3
Total sum for all objects: 45052.5

Figure 8. Quantified Representation of L 1551 Isosurface Enclosing Values Greater Than 2.0

6. Conclusion

In conclusion, it is the hope of everyone involved in the development of these tools that they

become quite useful in the analysis of astrophysical data sets as well as other types of three-

dimensional data. Experience has shown that experimentation with these tools is the best way to

reveal their usefulness. Play a little while and see what is discovered.
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1 Introduction

This work has been motivated by a lack of commonly available, low cost
and effective user-interfaces for three-dimensional interaction, especially the

manipulation of large volumetric data-sets. Workstations which allow fast

access to three dimensional graphics have become increasingly common and

are being used for a wide variety of tasks, from solid modeling to med-

ical imaging to animation [1]. However, while the hardware has become

increasingly sophisticated, the user-interface has generally retained its two-

dimensional heritage -- a number of commercial programs are available

which provide very advanced methods of visualizing data but restrict the

user to interacting with the data in only certain fixed ways, which are ulti-

mately unintultive.

Although high-end research institutions have been working for a long

time on problems of user-interface design for three-dimensions, the state-

of-the-art interfaces have been custom-designed for certain applications and

are also very expensive. However, this is starting to change -- sophisticated

three-dimensional user-interface hardware is coming into a price range that

is affordable by the average user.

With this work we hope to highlight some of the problems with current

implementations, look at a number of state-of-the-art hardware and software

solutions and attempt to point out some of the promising new tools and

paradigms. This may then be resolved into a system that provides a better

cost/performance ratio. Of course, the measurement of "performance" needs

to be defined in terms of some explicit criteria.

2 Defining the Problem

Experience with some of the commonly available visualization tools shows

areas of deficiency that could be improved. Below, we describe some of these

deficiencies.



IDL Slicer. IDL is a popular interactive language for visual data analy-

sis. The IDL system also provides some built-in tools for three-dlmensional

visualization. One of these tools that we frequently use is the data slicer.

The data slicer allows one to visually examine volumetric data in a vari-

ety of ways [2]. The data can be examined in any orthogonal plane. Further-

more, a subsection or _'sub-cube" can be selected and examined. A simple

three-button mouse is used to interact with the slicer.

The interface for selecting the sub-cube, while technically competent, is
cumbersome to use because it is difficult for the user to manipulate the cursor

in three dimensions - the visual cues are not very strong. Furthermore, it

is difficult to select and pinpoint the exact area that one wants to examine
because of the un-intuitive selection method.

AVS Geometry Viewer. Another very powerful tool that we have been

using is the Application Visualization System (AVS). The Geometry Viewer
allows rotation and translation of objects in an arbitrary manner, using a

combination of mouse and keyboard keys. While this is an excellent tool for

the most part, we have found that when precise positioning of complicated

three-dimensional objects is needed, the rotation and translation methods

become very difficult to use. For example, on one occasion it took upwards

of twenty minutes to precisely position two six-atom molecules using the

mouse controls.

While it is possible to use a Spaceball three-dimensional input device to

interact with AVS [3], there is anecdotal evidence I that suggests that the

precise positioning and rotation still remains a cumbersome process. Part

of the problem stems from the fact that the display is monoscopic.

It is clear that these user-interface deficiencies are directly related to the use

of two-dimensional input and output devices, and can be grouped into three

different areas:

+ Positioning. This means that it is difficult to precisely position an

object in 3D space. The main reason is the difficulty of accurately

perceiving where in space the cursor actually is.

• Rotation. Using mouse and keyboard areas to interact with an object

is cumbersome and not intuitive. Furthermore, it forces the user to

remember complex mouse and keyboard sequences.

t Replies received from queries posted on Usenet alt.3d newsgroup.



• Selection. Selecting an area of the 3D space to examine further is

probably the most difficult of all, since it requires both accurate posi-

tioning and complicated selection commands to remember. Moreover,

the depth cues are not sophisticated enough to sustain accurate posi-

tioning.

We need to look at ways to eliminate or minimize the deficiencies. New

user-interface hardware that is effective and affordable is becoming increas-

ingly common, and there is also continuing research in new software paradigms

for user-interfaces.

3 State-of-the-Art Interfaces

Cutting-edge research in user-interface design seems to have a number of

things in common. Firstly, the user-interface is usually custom-designed for

a specific application. Secondly the main component is designed to take

advantage of a very specific technological break-through -- for example,

holography. And thirdly, the cost of such a system is quite high since most

of the technology is not off-the-shelf.

The following subsections describe some important research contribu-

tions in three separate areas of user-interface design.

3.1 Input Devices

A three-dimensional input device is a six-degree-of-freedom device that can

sense position as well as orientation. Usually one needs special hardware to

track the position of the user's physical cursor (such as the hand or a stylus).

The most commonly used tracking device is manufactured by Polhemus and

uses a magnetic field to locate the sensor.

The Bat. The "Bat" is a tool designed by Colin Ware and Danny Jessome

at the University of New Brunswick [4]. It is basically a three-dimensional

mouse, constructed using a Pol.hemus device. The mouse is actually a sensor

that senses a signal output from a fixed source. A controller measures the

position of the sensor and communicates with a host computer.
The effectiveness of the bat as an input device was tested using 3D

placement as the primary operation. Two important factors that play a role

in accurate operation were found to be kinetic depth (ie, a feeling of 3D

when object is moved) and a simple protocol.



3-Draw. 3-Draw isa toolfordesigningthree-dimensionalfigures,specif-

icallyfor CAD. It was constructedas part of a researchprojectat MIT

[5l.It uses two six-degree-of-freedomsensors,both of which are part of a

Polhemus 3Space Tracker. One sensorisattachedto a plateand isheldin

one hand, while the other isattachedto a stylusand isheld in the other

hand. Using two sensorsallowsthe userto use one ofthem tofunctionas a

plane inthe virtualworld,whilethe otherisused todraw three-dlmensional

pointsrelativeto the plane.Softwarewas writtenthatinteractivelyreflects

the positionofboth the sensorsas wellas the plottedpoints.

The effectivenessofthe toolwas measured by making CAD drawings.It

was found thatworking directlyin threedimensionswas much more faster

and natural.

3.2 Output Devices

Some of the problems with having a 2D input devicecan be alleviatedby

using a three-dimensionaloutput device.Research has indicatedthat for

simple tasks such as positioningan objectwith a mouse, a stereoscopic

displaycutsdown on the time needed foraccuratepositioningofthe object

[6].Itisnot um'easonableto extend thisthesisby claimingthatin general

forthesekinds of tasksany 3D output devicecan make iteasierto interact

with a data-set.More researchisneeded,however,to ascertainexactlywhat

the benefitsare forvariousdevices.

We discusstwo state-of-the-artoutput methods below.

Stereoscopic Monitors. Stereo monitors allow the user to observe a

scene in threedimensions.They work by transmittingtwo differentimages,

one to each eye. This parallax leads to a 3D effect.

There are many different ways that monitors send different images to

each eye. Some monitors use special shuttered glasses which automatically

keep in sync with the picture being transmitted -- while the scene for one

eye is being displayed the shutters for the other eye are closed, and vice

versa. Monitors made by Stereographics use this type of technology [7].

Other monitors place the shuttering mechanism directly on the monitor,

and require the user to wear simple passive polarized glasses -- monitors

made by Tektronix fall into this category. 2

_One testament of the usability of stereoscopic displays is that they are starting to be

used in commercial ventures. For example, Vexcel Corp. in Boulder currently uses the

Textronix stereographic system, along with a mouse and a dialbox for input, to c_eate



The most recentresearchhas resultedinauto-stereoscopicdisplaysthat

do not requirethe user to wear any kind of glasses.Three such displays

are currentlyavailable,withmore models being in the researchstages.The

most promising of theseisa model developedby Dimension Technologies,

Inc. which uses a vibratingmirrorto projectvariouscross-sectionsof the

two-dimensionalimage onto 3D space.Both monochrome and colorversions

are available,with a resolutionof 320x480 pixelsin 16 gray-shadesor 32

colors.

Holography. While stillin mostly the researchstate,holography offers

another method of three-dimensionalvision,includinga "walk-around" ef-

fectthrough a number ofdegrees.Holograms arebased on use oflaserlight,

but there are a number ofways to reproduce a holographicimage [8].The

most common method isfilmbased [9],but ithas seriouslimitations.An-

other method, which isbeingresearchedby engineersat Texas Instruments,

isbased on the projectionoflaserlightonto a spinninghelicalsurfacewhich

isenclosedin a dome-llkestructure.Finally,researchersat MIT have been

working on generatingholographicimages using computer-controlledgen-

erationof llght-patternswhich are focusedby opticsto generatereal-time

holographic images -- thisprocessis calledholovideo.These holograms

however requireenormous computing power and storage,and are stilllim-

itedby a viewing angle of only 15 degrees.However, recentlytherehave

been some breakthroughs which have decreasedthe storageand computa-

tionneeds while increasingthe viewingangle[10].

3.3 Virtual Reality

Virtual Reality combines both three-dimensional input and output devices

to provide a complete virtual environment for the user to manipulate. The

main advantage of virtual reality is that the user is completely "enclosed"

by the virtual environment and can interact with it using normal body

movements. The main disadvantage Of virtual reality is the difficulty of com-

pletely simulating the environment .... there are many restrictions. However,

as we shall see, virtual reality interfaces are being used and offer much poten-

tial for solving many of the problems associated with positioning, rotation
and selection of data.

three-dimensional surface maps from satellitedata. The quality of the three-dlmensional

images isvery good - when correctlycalibratedthe images appear solidand flicker-free.



Two different approaches to a virtual reality environment axe described

below.

Virtual Wind Tunnel. In [11] researchers describe how they have devel-

oped a virtual reality environment to visualize and interact with unsteady

flow simulations. The system consists of a stereo head-tracked display which

is worn on the user's head using a "boom" device. The boom is manufac-

tured by Fake Space Labs, and allows for the mounting of "two CRTs on

a counter-weighed yoke attached through six joints to a base". The large

degrees-of-freedom allow for comfortable movement for the users (within

a limited spatial boundary) and the exact position and orientation of the

user's head is transmitted by the boom directly to the host computer using

a serial port.

In addition, the user interacts directly with the environment by using a

VPL dataglove, which uses the Polhemus 3Space Tracker to determine the

postion and orientation of the hand, and fiberoptic sensors to determine the

flexing of the finger joints.
The entire hardware is attached to a Silicon Graphics Iris 380 VGX

workstation with eight processors and a rating of 200 VAX MIPS. All the

computation and rendering is done in real-time using this machine.
The user can interact with the simulation in a number of ways. The

co-ordinate system for the data can be transformed by the user by simply

making a fist and gesturing. Also, "rakes" and "seed points" can be placed

by simply picking them up and dragging them as one would normally do

with a real object.

Using this setup it was found to be very easy to experiment with various
factors in the simulation -- the user obtained an intuitive understanding

of the flow field. The researchers found the interaction method to be very

satisfactory.

VR on Five Dollars a Day. Randy Pausch at the University of Vir-

ginia has developed an experimental virtual-reality setup for research in

devices to help severely disabled children [12]. His system consists of a

386-based IBM PC, a Polhemus 3Space Isotrak, two LCD displays, and a

Mattel Powerglove. The software, including rendering libraries, has been

custom-developed. This entire system costs around $5000.

Use of this system has outlined several criteria for virtual-reality user

interfaces. Firstly, the time-lag for the head-tracker is very important and



should be minimized. Secondly,whilea stereoscopicdisplayisnot essential,

a referenceplane is.Also,some kind ofmethod isneeded to M.Iowthe user

to escape the spatialconstraints-- forexample a "vehicle"which can be

moved ratherthan the user.

4 Software Research

The softwareinterfacealsoplaysa largeroleindealingwith three-dimensional

data. An interfacemight have the besthardware,but ifthe softwareisnot

friendlyand intuitivethe overallfunctionalitywillbe diminished and the

system willbe di.fficultto use.

Researchers have been approaching the problem of creatinga better

software interfacefrom variousdirections.Some of these approaches are

describedbelow.

2D Direct Manipulation. The Human Interface Group at Apple Com-

puter, Inc. have designed and experimented with a system for moving solid-

modeled three- dimensional objects using a monoscopic display and a single-

button mouse [13]. From the very start, consideration was given to using

the correct metaphors - for example, since people move things using hands,
an icon of a hand was used as a cursor. Furthermore, while performing dif-

ferent tasks, the icon was changed to reflect the physical aspect of the task,

for example, pushing, lifting or rotating. However it was found that users

were still confused about actual directions and ranges of movement, and also

about the position of the "hot-spots". To resolve these problems, bounding
boxes and "narrative" handles were used to further clarify the interface.

VPL System Interface. An experimental system by VPL was evalu-

ated for the task of visualizing and interacting with data consisting of the

neuroanatomical structure of the human brain [14]. 3 While the researchers

found this VR system to be "by far the best and easiest" method of interact-

ing with the data, they did acknowledge some problems with the interface.

Some of the problems were associated with the nature of the hardware, for

example, limited scope of movement, problem with tripping over cords, slow

update rates, etc. In terms of the software interface, the "flying" function

_VPL also sellsa similar commercial system, and has sinceannounced a much lower-

cost product with even better performance. However, at even the amazing priceof $58,000,

only large R&D institutionscan affordto purchase it.



provided by the software was found to be difficult to use due to the inability

to control many aspects of the speed of movement. Also, it did provide the

actual experience that one would associate with "flying". 4 The researchers

suggest that a better metaphor for a virtual reality interface might be a

"push/pull" interface where users could in-effect directly interact with the

data. Another problem they found was the inability to "fly" in one direction

while looking in another direction. This ability could provide a very unique
method of visualization if it was available. Finally, the use of visual cues

to warn the user when attempting to move out of the range of the tracking

devices was also suggested.

Other Research. Simply modifying the software interface to minimize

the kinds of problems discussed above could have a significant impact on

its usability. For example, a technique for rapid controlled movement is

suggested in [15], which could solve the problem with "flying" that was
encountered with the VPL interface. Use of force-sensing and force-feedback

devices could provide a better interface for tasks such as the handling of

virtual objects [16]. And use of neural-nets could allow for a large library of

gestures that could be customized for individual users [17],

5 Criteria for a New Interface

It is clear that the use of three-dimensional input and output devices, used

both separately and together, provide a distinct advantage over two-dimensional

interfaces. It should be possible to preserve this advantage while developing
a three-dimensional interface that would be low-cost and easily available.

By studying the research results obtained we get an idea of what an

interface for three-dimensionai manipulation should be. We have seen a

number of interfaces that have been optimized for a particular task. In our

own problem definition, we are interested in the use of a three-dimensional

cursor which can be used to place, rotate and select the data-set. There

does not seem to be any reason why it would not be possible to develop a

general interface that would be usable for a variety of tasks while providing

excellent performance for our primary problem.

4Although Randy Pausch's system uses a similarmetaphor, he does not specifically

mention these problems. However, he uses the "vehicle"metaphor to circumvent the

ILmited range of physical movement available.



Is virtual reality the ultimate interface? Perhaps, although a totally

usable virtual reality interface cannot be expected in the near future. It

seems that we might be better offidentifying the basic advantages of a virtual

reality interface and using low-cost and easily available hardware to simulate

those advantages. For example, use of a glove to _grab" and interact with

data on a normal monoscopic display would be much preferable to simply

using the mouse -- it would not matter too much that the user was not

actually "enclosed" by a virtual reality.
In order to test the effectiveness of the interface we would like to use

criteria similar to that used by McWhorter, et al. The primary quantitative

criteria would be the time and accuracy in positioning, rotating and select-

ing an area of the data-set. A secondary qualitative criteria would be the

elegance, intuitiveness and usability of the software paradigm.

6 Commonly Available Hardware

User-interface hardware is now becoming available at a much lower cost

than the high-end hardware being used in state-of-the-art research projects.

Off-the-shelf components that can be used without a lot of custom design

work are described below. We will not describe any high-end components_

for example those that have already been described in the previous sections

these are too expensive for normal use. For example, the Polhemus

Tracker costs about $12,000, the BOOM device costs about $27,000 and the

Tektronix stereo display costs about $8000. The devices we select below are

available at a cost of $1500 or less.

Input Devices

SpaceBall 2003. The SpaceBall is a "three-dimensional" input de-

vice. It is similar to a trackball, but does not move m the device

senses the actual force exerted by the user and also the direction of

the force, which allows the software to move or rotate objects in three

dimensions. It is available from Spaceball Technologies and works with

a large number of platforms, including Silicon Graphics and Dec. The

approximate cost is $1500.00

Logitech 3D Mouse. This is a six-degree-of-freedom sensor that is

available for a number of platforms including the IBM PC and Silicon

Graphics. Since it is serial-port based, it is easy to interface it to

10



otherplatforms, although the driver software needs to be written. It

can be used as a normal mouse or as a six-degree-of-freedom three-

dimensional sensor. The cost is $1000.

Gyropolnt 8D Mouse. The GyroPoint is a three-dlmensional mouse

that uses gyroscopes and an optical-sensing interface to provide six-

degrees-of-freedom. It has been announced with a projected release

date of first quarter of 1993, and a price of $1000 for the developer

version. Versions will be provided for both IBM PCs and Apple Mac-

intosh.

Output Devices

3DTV Stereoscope. The Stereoscope hardware consists of a hard-

ware card and a pair of LCD shutter glasses for about $450. A software

development kit is available for $350. For use in a virtual-reality envi-
ronment these are also available with Headband, Eyeglass or Wireless

models.

Haitex X-Specs. These are manufactured by Haitex Resources, and

sell for about $80. Using these LCD glasses and the proper software

gives a stereoscopic display of computer-generated graphics. A generic

interface is provided which can be used with a variety of platforms like

the IBM PC or the Macintosh.

Sega 3D Glasses. This is a discontinued but widely available item,
available for less than $100. These provide simple stereoscopic display

using any monitor. They are based on the shutter concept. Public
domain serial-port interface circuits are available, as well as driver

and user-interface software for the IBM PC, although they can be

connected to pretty much any platform using the serial port.

6.3 Virtual Reality Hardware

• Mattel Powerglove. The Powerglove was originally manufactured
for the Nintendo and although discontinued, is still widely available. It

uses audio sensors to determine the position of the hand and the tieing

of the finger joints. Interfaces are available for the IBM PC and the

Macintosh computers. The cost for the glove is typically less than $50,

and the interfaces range from public-domain circuits to an interface for

11



the Apple Macintosh from Transhtfinity (for $160). Abrams/Gentile

Entertainment (AGE) also sell a serial interface that can be used on

any platform with a serial port (for $200).

The Private Eye. Reflection Technologies manufactures a head-

mounted display device that ca_ be used for virtual reality. The dis-

play is monoscopie and uses a spinning mirror to provide a resolution
of 720x280. Cost is about $400.

Miscellaneous

Force Sensors. Interlink sells force sensors called Force Sensing Re-

sistors which transduce force into resistance. The force sensing pads

are available for a few dollars for small ones, and about $50 for the

large ones.

Stereo Sound. Focal Point is a system for the Macintosh that can

produce directional stereo (ie, binaural) sound. The complete package,
with all the software and hardware needed costs about $1290.

Programmable Tactile Array. The TiNi Alloy Company devel-

ops these for use in machine-human interfaces. Feedback is provided

using mechanical simulation. A fully working demonstration package
is available from Mondo-tronics for $149, and includes a single tac-

tot (which can be mounted in a glove, for example), control box and
software for the IBM PC. The interface is through a serial port.

7 Proposed Research

We would like to experiment with both hardware and software paradigms.

In the best situation, we would develop a hardware user-interface using off-

the-shelf components and experiment with various interaction methods for

that specific interface. The quality of the interface would be judged using

our criteria above.

7.1 Accessible Hardware

Access to the following three-dimensional hardware is available:

12



Mattel Powerglove. The Trans_ty glove interface is used to

connect it to a Macintosh. Demo software provided with the interface

allows a user to move a virtual hand on the screen.

• Logitech 3D mouse. This is interfaced using the serial port. Demo
software and drivers are avMlable for the IBM PC and the Silicon

Graphics workstations.

• Citizen M329 LCD Monitors. Two of these are available. Nor-

real video and graphics can be output to these using the RasterOps

graphicscard for the Macintosh. These could be used to provide a

stereoscopicdisplay.

The totalcostof the hardware iswellunder $3000.

7.2 Work in Progress

It was found that the resolution of the Powerglove was not sufficient to

provide a good interface for fine interaction with a data set.

Therefore as part of this research effort the Logitech mouse was inter-
faced to an available Decstation and the software drivers were ported to it.

Then some basic three-dimensional library routines were written. Finally,

using the drivers and the three-dimensional library a rudimentary program
was written that allows use of the mouse to position an object in space. The

resolution was found to be sufficient, albeit a little low. However, the ease

of positioning the dataset is unrivaled.

The next stage of work would involve writing a better interface, using

some of the techniques that have already been found to be effective by other

researchers. Since we also have access to a Silicon Graphics Indigo, it might

be possible to use the GL library to provide the 3D graphics, which would

provide much better performance.

13
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8 APPENDIX A" Hardware Manufacturers

3DTV Corp.

P.o. Box Q

San Rafael, CA 94913-4316

Voice: (415) 479-3516

FAX: (415) 479-3316

Abrams/Gentile Entertainment, Inc.

244 West 54th Street, 9th Floor

New York, NY, 10019

Voice: (212) 757-0700

Dimension Technologies, Inc.

Rochester, New York.

Fake Space Labs

935 Hamilton Avenue

Menlo Park, CA 94028

Voice: (415) 888-1940

FAX: (415) 688-1949

Focal Point

318 W. Galer Street

Seattle, WA 98119

Voice: (206) 286-8922

Haitex Resources

P.D. Box20609

Charleston, SC 29413-0609

Voice: (803) 881-7518

Interlink Electronics

P.O. Box 40760

Santa Barbara, CA 93103

Voice: (805) 684-2100

FAX: (805) 684-8282
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Mondo-Tronics

2476 Verna Court

San Leandro, CA 94577

Voice: (510) 351-5930

FAX: (510) 351-6955

Polhemus, Inc.

P.O. Box 560

I Hercules Drive

Colchester, VT 05546

Voice: (802) 655-3159

FAX: (802) 655-1439

Reflec¢ion Technology

240 Bear Hill Road

WalCham, MA 02154

Voice: (617) 890-5905

FAX: (617) 890-5918

Sega America
3375 Arden Rd.

Hayward, CA 94545

Voice: (800) USA-SEGA

Spaceball Technologies

600 Suffolk Stree¢

Lowell, MA 01854

Voice: (508)970-0330

FAX: (508)970-0199

TiNi Alloy Company

1621 _eptune Drive

San Leandro, CA 94577

Transfinite SysCems Company, Inc.

Pose Office Box N

MIT Branch Pose Office

Cambridge, Massachuse¢_s 02139-0903

Voice: (617) 969-9570
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VPL Research Inc.

950 Tower Lane

14th Floor

Foster City, CA 94404

Voice: (41S) 312-0200

FAX: (415) 361-184S (?)
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Appendix D:

Design and Development of a Data Visualiza-
tion System in a Workstation Environment
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Data visualization has become an important component in the analysis of scientific data.
This paper describes two objectives when extending data analysis environments by
visualization: Offer visualization tools that fit the mind set of the targeted scientists; and
integrate visualization tools into the complexity of existing data analysis tools. A case
study performed between astrophysicists and computer scientists describes the design
and development of STAR, a user-centered and integrated data analysis and visualiza-
tion system.

1. Introduction: the role of data visualization

During the last five years, scientific visualization has found a multitude of new

applications. With an increase of computing power seen in low-end, mid-range and

supercomputing systems, as well as increased data rates from data-collecting sensors

(higher resolutions, higher transmittal rates, compact storage devices), the availability of

scientific data has multiplied. The increased need to interpret large amounts of data and

the easy-to-understand principles (encode numbers into pictures) led to a recent

popularity of scientific visualization. Encoding numbers as pictures stimulates mental

processes in a different way than the interpretation of numerical values: Pictures allow

the observer to browse in a large data set to examine large-scale structures and to focus

at any time to observe small-scale structures; pictures emphasize spatial relationships

between objects described in a data set; and pictures may suggest patterns not obvious
when looking at the representative numbers. Such qualitative judgments are made

possible through data visualization, whereas numerical values lead to quantitative

judgments of the data to be interpreted.

Over the past five years, much progress has been made on the use of computer

graphics to represent complex data structures visually: e.g. volumetric data, multidimen-

sional data, or fluids. The advent of scientific visualization influences various disciplines,
but none as greatly as computer graphics, where the demand for simulations of complex

physical events and complex data structures is stimulating and challenging to the experts

in this field. While complex computer graphics techniques are essential to any progress in

scientific visualization, there are other issues at hand that need the attention of experts in

various fields, such as software engineering, user interface design, perception, artificial

intelligence, cognitive sciences and related fields, if comprehensive solutions to increase

scientific productivity are to be built.

In spite of many examples of applications in scientific visualization, an agreement on

concepts and models, qualitative and quantitative measures of the 'usefulness' of
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visualization, and a solid basis of its principles in human perception are still missing.

Crucial questions such as 'What are our limits in merging information simultaneously?',
or 'How does colour affect our ability to interpret data?' or 'What is the role of

interactivity in exploring complex data sets?' cannot yet be answered in a satisfactory

way [10]. Many of the new visualization techniques are not yet in the hands of the end-

user, but still in 'Visualization Labs' with a high ratio of computer scientists to scientists.

It is the latter problem that this paper addresses. In a collaboration between

astrophysicists (called 'scientists' throughout this paper) and computer scientists (called

'designers' throughout this paper), we extended an existing data-analysis environment
with visualization tools. Our focus is on building user-centered visualization tools and

aiming towards an integrated scientific visualization software.

2. The environment of the case study

In early 1990, scientists at the Center for Astrophysics and Space Astronomy (CASA) at
the University of Colorado, decided to expand CASA's data analysis environment to

take better advantage of large amounts of scientific data available to the astrophysical

community [7,4,2]. The data are described by heterogeneous data structures (zero, one,
two and multi dimensional data) and diverse data characteristics, such as varying spatial

and spectral resolutions. An improvement in data visualization and interaction tech-

niques held the promise for better exploitation of available data. It is necessary to first
understand the working environment of the scientists to be aware of the complex and

distributed software environment available at CASA, typically for a scientific environ-

ment based on data analysis.
CASA hosts fifteen scientists and about the same number of graduate students. The

bond between their various research interests is established by large amounts of data

acquired from space and ground-based observations and a network of hard- and

software to manipulate such data. Images, spectra, tables and text compose the greater

portion of CASA's data bases. Scientists require access to all available data bases to
ensure that a complete inventory of information is at their disposal to pursue their

research. Following identification and retrieval of data, preprocessing is often necessary

to deal with noisy data and to remove and correct instrumental effects. Subsequent
numerical calculations, often in the form of statistical analysis, together with visual and

interactive data processing, constitute the most significant modules of a scientific data

analysis software system [7].
Most of the software used for identification, retrieval and preprocessing of data items

has been developed by CASA's scientists, students and staff. Public domain software
covers most of the numerical and visual analysis modules. Due to the various

characteristics of space and ground sensor data from different wavelength ranges (such
as radio, infrared, visible or x-ray), different software packages are being used. Input and

output data streams are not fully standardized, reflecting the lack of standard data
formats, and resulting in 'islands' of software systems [9] as depicted in Fig. 1. Each

software package has its strengths and weaknesses in its ability to preprocess, analyse
and visualize astronomical data of specific characteristics. Integration of software

systems into a common user environment to perform multi-spectral and multi-sensor
data analysis and visualization demands sharing of data [3.8, I2].
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Figure 1. A subset of public domain software packages used for astronomical data analysis.

I. PROS: Post-Reduction Off-line Software; 2. IUE-RDAF: International Ultraviolet Explorer
Regional Data Analysis Facility (IDL library with IUE specific functions); 3. IRAS-IDL: IDL
library with IRAS specific functions; 4. AIPS: Astronomical Image Processing System; 5.
SAOimage: Image display software developed by the Smithonian Astrophysical Observatory; 6.
STSDAS: Space Telescope Science Data Analysis System; 7. IRAF: Image Processing and
Analysis Facility; 8. MIDAS: Munich Image Data Analysis System.

The computing environment consists of graphics workstations of type VAXstations,

DECstations, and SUN/Sparcstations. The diverse representation of floating point data

in these three architectures additionally complicates travelling between various software
packages and data formats.

CASA's scientists have long appreciated the knowledge gained by utilizing multisen-

sot and multi-wavelengths data, but have been hampered by the complex software

environment created by the simultaneous use of various software packages and the need

to convert various data formats. The plan to develop multi sensor data sets demanded an
integration of existing tools and data.

3. Collaborative design

User needs and resources need to be balanced for a comprehensive and realistic

visualization solution. By generalizing the user's demands, the need for resources

increases, and the visualization representation s might not fit the mind set of the specific

user. Therefore the design and development of visualization software was to centre on
the specific users at CASA, scientists with a variety of needs to serve their various
research interests but of simiIar education and doctrines. The 'user-model' to drive the

new visualization software named STAR (Scientific Toolkit for Astrophysical Research)
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was to be defined by computer scientists and astrophysicists in a collaborative effort.

Real solutions to active problems preceded graphically challenging visualizations.
In order to solicit the scientists' opinions on their desires for user interfaces and

visualization tools, cognitive methods were used. These methods Could be shown in the

past to improve the quality of interaction between designers and users, leading to active
user participation in the design process and to user-centered solutions [6].

As a means to initiate discussions between collaborators, a research scenario of

limited scope was defined by designers and scientists. It reflected the main tasks of a data

analysis and visualization system to solve a specific problem, namely the analysis and

display of multi-spectral data: Infrared data of various wavelengths responses, but of a

specific spatial location, were searched for in CASA's local data bases; resulting images
were visually checked for calibration errors and were preprocessed, if necessary;

statistical analysis in form of numerical calculations (e.g. flux integration over an

extended area) or graphical representations (e.g. vertical/horizontal profiles in the area

of interest) were performed next; finally, three representative data sets were merged into

one colour image using red-green-blue or hue-lightness-saturation colour coding. An

initial prototype of STAR was built around a direct manipulation (point-and-click) user
interface to reflect the goals of an integrated and user-centered visualization solution and

tested against the specific research scenario. With this initial testbed, individual user

interviews and general systems demonstrations could start.
At individual user interviews, scientists were given the tasks of the research scenario to

perform in a 'Thinking Aloud' session [5], or they commented on the user interface of
STAR and its functions in a one-to-one interview with a designer. The 'Thinking Aloud'

method consists of a user trying to perform the tasks outlined by the designer, with the

user continuously giving comments about his/her success. Interaction between

designers/users is not encouraged during the Thinking Aloud session. The comments are

taped and later transcribed and discussed by designers/users. One-to-one interviews
between designers and users create an interactive discussion, with questions/answers.
Individual user interviews resulted in a multitude of changes in the design of STAR,

meeting our goal of an iterative design.
General demonstrations promoted the existence of STAR at CASA and decreased the

general concern about building 'another software package that will not interface with
the current environment'. Besides talks and on-line demonstrations, we also provided an

easily accessible poster board to describe STAR's user interface and functionality; in

cognitive terms this is called a 'storyboard technique'. Individual user interviews were
obviously much richer and useful in their feedback; however, general demonstrations as

well as the poster promoted the system to outsiders and initiated talks and discussions.

One of the major problems in a collaborative design with scientists is to get input from
scientists, as their time is usually already oversubscribed. A paper [7] describes in more

detail issues surrounding a collaborative design to build scientific software systems.

"-'.7 _::-:-!_ : -. .::_:-r :._.--':. : '." --.: -:

4. Integration of visualization into a complex software

environment

Expanding the analysis cycle through visualization and interactivity is necessary to

prepare current data-analysis software for use with large sets of diverse scientific data.
As discussed in section 2, many different tasks need to be performed between the
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acquisition of scientific data and its interpretation by a scientist. These tasks are often

represented by different software packages. The scientist trying to solve an individual

scientific question is challenged by a complex conglomerate of software systems

distributed on various workstations and is thus hampered in his/her scientific work. The

development of visualization tools only adds to this complexity.

In order to reduce the complexity as experienced by the user, we first unified existing

software packages and tools under a common user interface and then integrated any new

tools into the new software environment. The development platform at CASA for in-

house developments by scientists and staff is IDL*. As STAR was also developed in

IDL, integration with in-house developed software could be accomplished with little

effort. IDL software packages are collected in source libraries. Depending on the type of
data to be analysed, the user would click one ofsevera/round knobs on the user interface

indicating the correct data type and thus identify the libraries to activate (Fig. 3).

Activating all libraries at the same time will reduce the speed of the execution of
individual modules as well as exhibit conflicts between modules of the same name with

different functions. The user may switch from one IDL library to another at his/her

convenience. Each software package is organized according to the data analysis loop
Domik i99ib: access, identify, retrieve data; pre-processing; analysis; visualization•

Software packages developed in other languages are not as easy to integrate. Square

buttons on the user interface indicate their existence and allow access to such 'foreign'

packages. Travelling between different packages demands a common solution to the

various data formats. The astronomical community has spent much effort in designing

the common data format FITSt over the years, resulting in several extensions• A suitable
FITS definition needed to be chosen as STAR's common data format. Data conversion

(to/from FITS format) is handled by the main menu 'Data I/O'**. The user may switch

between various foreign analysis packages, entering a new user interface when doing so,

and returning to STAR's main user interface after exiting such a software session. An

additional menu 'Environment Options' contains modules for administrative tasks.

The solution as described above is shared by diverse workstations, as IDL can be

implemented on a variety of platforms. This was an additional advantage for choosing

IDL as our prototyping/developing language, as the workstation environment at CASA

is constantly expanded and new hardware acquired•

5. Reflections on user-centered and integrated solutions

The user interface to our initial prototype, before user interviews and demonstrations

started out, is reflected in Fig. 2. To date it has changed to Fig. 3. Many functions

reflected by menus and buttons in Fig. 3 were not available at that time; individual

menus have been extended. As a result to the iterative, collaborative design, the

following changes have been implemented in STAR:

• A status window to inform the user about progress of issued commands or the general

condition of the system•

* interactive Data Language by Research Systems, Inc.
t Format InterChange Transfer System.

**Many of the data conversion programs were made available by the IDL Astronomy Library
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STAR - Main Menu ]
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Figure 2. STAR's original user interface.

• Problems often occur when the designers/developers are not available. Frustration

about an error often passes until the next encounter between scientist and designer.

Therefore a problem button was implemented to vent the users' frustration and

document the problem on the spot. The mailing system sends an appropriate message

immediately to the designers. The location and size of the problem button experienced

many redesigns.

STAR - Main Menu I EXIT

Data 1/O Catalog access J PreprOcessing tools J Analysis tools 1 Visualization tools

Status window

Waiting for your input..

Environment options

Figure 3. STAR'sqoplevel user interface.
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• The 'exit button' in the first prototype could not be located by many users; as with the

'problem button', its location and size was the issue of many discussions and

redesigns.
• The visual representation of quantitative information demands a well understood

mapping of colour/brightness to quantity. Therefore a scale bar was demanded as part

of the permanent user interface layout.

A surprise to the designers was the demand of visualization tools: interactive tools to

analyse and display data (e.g. interactive profiling, interactive manipulation of lookup

tables; or interactive mapping of data values from a high dynamic range to 256 available

colours) were much more in demand than complex visualization tools (e.g. transparency,

or data slicers).
The current installation of STAR runs on all graphics workstations at CASA. Not all

foreign packages are compatible with the wide range of IDL installations, so that the
user interface will not look the same on every hardware.

The current status of STAR reflects two years of work in participatory design and

development of a visualization system integrated into a complex data analysis environ-
ment. Next steps in the still ongoing project are further expansions of STAR's integrated

software environment and the addition of more complex visualization tools.
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